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Abstract

Automotive embedded systems are distributed architectures of computer-based ap-
plications. These automotive embedded systems have brought many benefits such
as replacement of old mechanical system with wired ones and new applications ones
like adaptive suspensions. These replacements or enhancements could be of crit-
ical nature and therefore providing guarantees that these embedded systems will
to perform, even in harsh environments, is of utmost importance. Besides, these
computer-based applications demand timeliness, imposed by a physical process. For
example, braking subsystem is usually spread over many embedded nodes which are
communicating with each other over a shared resource and has time constraints that
need to be met. Therefore, it is important that time constraints are met individu-
ally and collectively in the composition of these embedded nodes. That is the time
between the brake application at brake pedal to the brake actuation at the wheels
of an automobile, the time duration should be less than the deadline. Moreover,
such a proliferation has also come with an increasing heterogeneity and complexity
of the embedded architecture.

Therefore, there is a need to ensure that these automotive embedded systems
meet temporal constraints, and provide safety guarantees during normal operation
or critical situations. This thesis aims at developing the schedulability analyses for
automotive systems and embedded networks, with the aim to facilitate cost-effective
and reliable design and analysis of automotive embedded systems. The analyses
are applied/developed in the automotive domain, to reduce the risk of deadline
failure due to hardware limitations, implementation overheads and interference due
to probabilistic traffic.

Keywords: controller area network, CAN, real-time communication, real-time
analysis, scheduling, probabilistic analysis, component based system
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1.4 Thesisoutline. . . . . ... ... .. ... ..o, 10

1.1 Introduction

Automotive embedded systems are distributed architectures of computer-based ap-
plications with physical processes (mechanical, hydraulic) that they have to control.
The growth in proliferation of computers (ECU, Electronic Control Unit) has an
impact on the safety. The increased use of ECUs in modern automotive systems
has brought many benefits such as the merging of chassis control systems for active
safety with passive-safety systems. Most of the automotive applications are safety
critical and therefore providing guarantees for these applications is an important
requirement. Moreover, such a proliferation has come with an increasing hetero-
geneity and complexity of the embedded architecture. Therefore, there is a growing
need to ensure that automotive embedded systems have reliability, availability and
safety guarantees during normal operation or critical situations (e.g. airbags dur-
ing collision), taking into account harsh environment (heat, humidity, vibration,
electro-static discharge ESD and electro-magnetic interference EMI).

To provide guarantee on safety property, model based approaches, and analyt-
ical methods during the design activity are required. These approaches should be
able to model these systems, which are heterogeneous by nature: discrete and con-
tinuous systems, deterministic and probabilistic variables. In particular, to validate
timing properties imposed by the time constraints of the physical systems and their
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control laws is of utmost importance. The distribution of such systems increases the
validation of these safety properties.

Electronic systems in the automobiles are required to respond in a predictable
manner, i.e. timely manner. The predictability of these systems is ensured, among
others, by timing verification on system models, which checks if performance re-
quirements like deadlines, jitters, throughput etc. are being met.

The timing constraints verification analyses has to be carried out as soon as
possible in the development life-cycle. Moreover, such analyses may be mandatory
for certification issues.

However, developing timing verification models can be complex to build. We
have to find a trade-off between accuracy/complexity /computing time. First, it is
difficult to have a detailed model at the earliest step and therefore rough assumptions
have to be done on the hardware performances for example. However, such trade-
offs should not over-simplify the models thus making the analyses unsafe for use.
Analytical timing models, which tend to overlook/oversimplify the system model,
may lead to optimistic results that may not fit to the concrete system.

1.1.1 Timing budget

The automotive Original Equipment Manufacturers (OEMs) decomposes the overall
end-to-end latency to the timing budget of individual the ECUs, the communication
channels, and negotiate these timing budgets with the suppliers. The OEMs need to
assign these timing budgets to the suppliers. Therefore, the OEMs must properly
decide the time budgets for each ECU and communicate the specification at the
initial stage of the automotive development. The OEMs may revise the initial
timing estimates of the individual "timing budget" of vehicular functions, to achieve
optimal performance or cost of the entire vehicle as the suppliers refine the solution
(OEMS may ask suppliers to adjust or improve the time budget). Therefore, OEMs
should be able to do better estimates for allocating timing budgets at the initial
stages of the projects. The OEMs in practice, therefore, may carry-over from the
existing (proven in use) systems with domain-specific rules to estimate the timing
budgets, like:

1. The load on an automotive CAN network must not be higher than 30 percent.

2. A frame pending for transmission for more than 30ms is canceled out.

However, such an approach has potential problems like being sub-optimal and
being unsafe design, with problems that can be hard to reproduce and are costly to
repair later in the development cycle. However, we can use the timing information
from previous design (of an automotive system) to infer the timing properties of a
system in the early stage of design, when very little timing information is available
and thus help in better dimensioning of a system. We propose one such model
in this thesis, which uses the probabilistic model of aperiodic traffic from previous
development run of a vehicle to adjust the aperiodic traffic on a current development
run of a vehicle.
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1.1.2 Simulations

Simulation is a tool for checking the validity of a system. However, even if the design
passes all the tests successfully, it is not necessary that the safety properties will
be met. In order to verify worst-case (for safety critical systems) we must perform
exhaustive simulations of the design. The simulations utilizes a logical model of
system (physical) to imitate state changes in response to random or deterministic
events at simulated points in time. The system state changes based on the given
system description. For example, in a network to measure the end-to-end response
time of messages across the network. In practice software simulations are used in
the early stages of development cycle. The simulations are also used to validate
analytic models : latencies, buffer occupation, etc. telling us about how long we
stay in the worst-case situation. Moreover, the simulations are also performed in
conjunction with the ECUs as they become available, HiL. (Hardware in the Loop)!,
to validate the system.

However, simulations only cannot be used to do timing verification for the sys-
tems with safety and criticality requirements. The reason being the difficulty to
ascertain the worst-case from the simulation traces, as they do not provide any
bound on the performance results.

1.1.3 Analytical models

The analytical models of automotive systems have been developed and are used to
perform timing verifications. These models combine the communication constraints
and message specifications (e.g., activations) to do timing verification. The ana-
lytical models of the automotive system often consider the periodic and sporadic
tasks activations only. For example, analytical models developed for CAN are used
to perform timing verification of the messages on CAN bus based on periodic or
sporadic activations.

The analytical models have to guarantee that the timing requirements of all
tasks are met, i.e. the communications delay between a sending task queuing a
message, and a receiving task being able to access that message, must be bounded.
This total delay is termed the end-to-end communications delay. The end-to-end
communication delay is then used to conclude about the feasibility of the system.
Therefore, it is of paramount importance, particularly for safety critical systems,
that the upper bound returned by these analyses is a true upper bound.

However, some the analytical models have been prove to be optimistic and thus
wrong (especially unpublished complex ones), [Davis 2007|, and ignore the impact
of hardware limitations and error-proneness of embedded software. Some of the
models do the overestimation, which is pessimistic for soft real-time automotive
applications.

Moreover, the timing verification models fall short in modeling accurately every-
thing, for example, taking in the account the queuing policy used in device driver,

'We do not consider other simulation methods like HiL in this thesis.
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copy-time of messages from device driver to communication hardware, limited trans-
mit buffers in a hardware etc. and unfortunately the standards do not say everything
about this, e.g., AUTOSAR CAN driver specification.

Moreover, these analytical models do not characterized the network traffic very
well e.g. aperiodic traffic. These analyses models usually rely on periodic or
sporadic traffic models for pessimistic analysis, based on critical-instance of the
tasks/messages in order to find the worst-case timing properties and test the schedu-
lability requirements of the tasks/messages. Even if it is appropriate in some specific
application areas, this approach does not allow to address many of the applications in
an heterogeneous systems like automobiles; because, when the arrival times are ape-
riodic with high variance, it may lead to a significant over-provisioning of resources
at the design time. Thus for real-time systems (RTS) in which the task/messages
set exhibit substantial variability in arrivals (aperiodic), it is practical to develop
an approach taking into account the stochastic nature of arrivals of tasks/messages.
Such approaches can lead to a drastic reduction in the amount of resource provi-
sioning. Thus leading a system, conceived to be analyzable in temporal domain, to
be a potentially unsafe design, which is unacceptable particularly for safety critical
automotive systems.

1.2 State of the art

Timing enables an early analysis of whether a system can meet the desired timing
requirements, and avoid over- or under- dimensioning of systems and also save from
unnecessary iterations in the development process. The result is a shortened devel-
opment cycle with increased predictability /timeliness, which is of greater interest in
safety-critical systems.

Today, during the automotive development process the designers firstly focus
on the functional behavior of the system and, therefore, the temporal properties
of the systems may be verified late in the process. Besides, when the temporal
properties are verified, it is usually through testing and measurements and if a
timing error is detected it is late in the process. Therefore, resulting in the costly
design re-iterations. Thus, we need the analytical models which we can use from the
early stages of the design (not just testing and measurements at the end) to verify
timing properties. These analytical models should be detailed enough (for both
hardware and software) to check the temporal properties, particularly for safety-
critical systems. There are various methods for temporal analyses, which can be
broadly grouped into four categories based on the modeling framework they use,
and are explained below.

1.2.1 Simulation

The simulations utilizes a logical model of system (physical) to imitate state changes
in response to random or deterministic events at simulated points in time. The
system state changes based on the given system description. In RTS the Discrete

4



1.2. State of the art

Event simulation is used to analyze the performance of the system, for example, in
a network to measure the end-to-end response time of messages across the network.
The transfer time is determined for different bus loads, priorities of the messages
and arrangement of the devices. Simulations are often used when an analytical
approach is not possible or is complex and expensive. There are various simulation
frameworks available for real-time systems and some of which have been described
hereafter.

Modeling and Analysis Suite for Real-Time Applications
(MAST),see [Gonzalez Harbour 2001] is mixed system providing worst-case
schedulability analysis for hard timing requirements, and discrete-event simulation
for soft timing requirements. In MAST a system representation is analyzable
through a set of tools that have been developed within the MAST suite. These
tools describes a model for representing the temporal and logical elements of real-
time applications. MAST allows a very rich description of the system, including the
effects of event or message-based synchronization, multiprocessor and distributed
architectures as well as shared resource synchronization. MAST currently includes
only fixed priority scheduling, but, it is conceived as an open model and is easily
extensible to accommodate scheduling algorithms.

Ptolemy, see [Buck 2002|, is another framework which can provide simulation
and prototyping of heterogeneous systems. The models in Ptolemy are described
using object-oriented software technology (C-+-+). Ptolemy has been applied to
networking and transport, call-processing and signaling software, embedded micro-
controllers, signal processing (including implementation in real-time), scheduling
of parallel digital signal processors, board-level hardware timing simulation, and
combinations of these.

True-Time is toolbox for MATLAB, see |Henriksson 2003|, for simulating net-
worked and embedded real-time control systems. One of its main features involves
the possibility of co-simulation of the interaction between the real-world continuous
dynamics and the computer architecture in the form of task execution and network
communication. It supports various communication protocols for both wireless and
wired networks.

DRTSS, see [Storch 1996], is another framework which allows its users to easily
construct discrete-event simulators of complex, heterogeneous distributed real-time
systems. The framework allows simulation of initial high-level system designs to
gain insight into the timing feasibility of the system. Which at later stages of design
process can be expanded into a detailed hierarchical designs for detailed analysis.

Cheddar, see [Singhoff 2004], is an Ada framework which provides tools to check
temporal characteristic of real time applications. The framework is based on the
real time scheduling theory. Cheddar model defines an application as a set of pro-
cessors, tasks, buffers, shared resources and messages. It has a flexible simulation
engine which allows the designer to describe and run simulations of specific systems.
The cheddar framework is open and extension can be easily designed for tools and
simulators.

RTaW-Sim, see [rts |, for CAN network is a fine-grained discrete event simulator

5
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providing performance analysis, buffer usage, thereby helping make correct imple-
mentation choice e.g. queueing policy. It has features to perform fault-injection in
terms of frame transmission errors, ECU reboots, clocks drifting.

Besides these frameworks, simulations in RTS have been used to evaluate the
robustness of a system for example, see [Nilsson 2009], where Nilsson et al. created
and simulated attacks in the automotive communications protocol FlexRay and
showed that such attacks can easily be created. These attacks can result in safety
in-vehicle network and lead to serious injury for the driver.

However, it is difficult to ascertain the worst-case from the simulation traces as
they do not provide any bound on the performance results. Thus simulations do
not qualify for checking temporal properties of hard real-time systems.

1.2.2 Deterministic analyses

The idea of holistic scheduling is to extend well-known results of the classical schedul-
ing theory to distributed systems. These analyses combines the schedulability anal-
yses of processor and communication bus to compute the end-to-end response time
in a distributed real-time system. Tindell and Clark in [Tindell 1994a] used this
approach to analyze distributed hard real-time system where tasks with arbitrary
deadlines communicated by message passing and shared data objects and the nodes
communicated via TDMA bus. The developed analysis provided bounds on the
communication delays and overheads at the destination processor.

In [Yen 1995, Yen 1998] presented holistic analysis approach for distributed sys-
tems where in the described methodology to co-synthesize communication to avoid
bottleneck in many embedded systems. They used a bus model for communication
with arbitrary topologies in a point-to-point manner. Since, communication links
add both chip and board costs, and designers frequently underestimate peak load.

In [Pop 2002| presented a holistic analysis for emerging distributed automotive
applications specifically dealing with the issues related to mixed, event-triggered
and time-triggered task sets, which communicated over bus protocols consisting of
both static and dynamic phases.

However, the problem with holistic scheduling is that it is tailored towards a
“particular combination” of input event model, resource sharing policy and commu-
nication arbitration. Therefore, for the large heterogeneous systems it results in
the large and heterogeneous collection of analyses methods, which makes holistic
scheduling analysis difficult to use in practice.

1.2.3 Compositional performance analysis

In contrast to holistic methods that extend classical scheduling analyses, the compo-
sitional analyses techniques are modular in nature (components). The components
of a system are analyzed with classical algorithms and the local results are prop-
agated in the system through appropriate component interfaces relying on event
stream models for propagation between components. That is for each cycle of sys-
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tem level compositional analysis, local analysis on each component is performed.
The output event models resulting from the local analysis of components are then
propagated through the component interface to the connected components. The
receiving component uses the output event model from the previous component as
its input model.

Thiele et al. in [Thiele 2000| presented Modular Performance Analysis (MPA) as
one such analysis method of RTS. The method uses Real-Time Calculus, which is an
extension of Network Calculus [Le Boudec 2001], to analyze the flow of event streams
through processing and communication elements of the system. The important
feature of MPA is that it is not limited to only certain input event models and
the component interfaces, see [Henzinger 2006], but can also specify the component
compatibility and relationships depending on assumptions about input event model
and allocated resource capacities.

SymTA/S (Symbolic Timing Analysis for Systems) is another compositional
analysis approach similar to MPA, see [Henia 2005]. The SymTA/S is based on
the technique to couple local scheduling analysis algorithms using event streams.
Where the event streams describe the possible task activations. For the composi-
tional analysis, the input and output event streams are described by standard event
models, for example, a periodic with jitter event model having two parameters can
be described as (P, J). SymTA/S compositional approach also has an ability, like
greedy shapers in MPA | to adapt the possible timing of events in an event stream.

1.2.4 Probabilistic performance analysis

The worst-case evaluation may not be sufficient or needed as there are not many
strict hard real-time systems. Therefore, for these system probabilistic performance
analyses are performed. The motivation being that not many applications are time-
critical, but nonetheless they are sensitive to latencies. For example, for control
applications the quality of the controls depends also on the average response time,
besides the deadline, which needs to be minimized. Moreover, the activation of
tasks and messages can be aperiodic (probabilistic) in certain system. Importantly,
not all of the design parameters may be available at the initial phase of automotive
system design and a designer can start with a probabilistic model of a system which
can provide an important direction for future phase of the project. Moreover, for
many safety critical system the constraints on criticality are represented in terms of
the probability thresholds (e.g. mean-time to failure probability).

Stochastic Network Calculus (SNC), see [Jiang 2008], is one such method which
focuses on performance guarantees. It is similar to network calculus, a theory deal-
ing with queuing systems found in computer networks, but works with stochastic
arrival curves and provides probabilistic guarantees of timing and backlog informa-
tion. Besides SNC many automotive systems have been analyzed using probabilistic
approach, because of problem being explicitly probabilistic in nature. For example,
in [Navet 2000], Navet et al. introduce the concept of worst case deadline failure
probability (WCDFP), the probability that too many errors occur such that a mes-
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sage can not meet its deadline. Nolte et al. in [Nolte 2001] extend the worst-case re-
sponse time analysis for message with random message transmission times due to bit
stuffing. Which depends on the probability distribution of a given number of stuffed
bits due to the mechanism in CAN protocol, such that a frame containing a sequence
of five consecutive identical bits are “bit-stuffed” to change polarities. Gardner et al.
in [Gardner 1999] analyzed a stochastic fixed priority RTS such that an occasional
missed deadline is acceptable, but at decreased performance. They presented an
analysis technique in which they bound (lower) the percentage of deadlines that a
periodic task meets and compared that with the lower bound with simulation re-
sults. Diaz et al. in [Diaz 2002| provided a stochastic analysis method for general
periodic real-time systems, accurately computing the response time distribution of
each task in the system. Which made it possible to determine the deadline miss
probability of individual tasks, even for systems with maximum utilization factor
greater than one. Bernat et al. in [Bernat 2002] devised an approach for computing
probabilistic bound on execution time by combining the measurement and analyti-
cal approaches into a model. There method combined, probabilistically, worst-case
effects seen to formulate the execution time model of the worst case path of the
program.

1.3 Research questions and Contributions

This thesis address the timing verification issues for the automotive systems and
provides the analytical models and implementation guidelines to address these prob-
lems in a safety critical automotive environment. We investigate and provide tighter
worst-case bound in a mixed communication paradigm based on aperiodic (proba-
bilistic) and periodic messages, thus helping in better dimensioning of the systems
at the development time. We also investigate the implication of diverse communi-
cation controllers (when message abortion is not possible) on response time of the
messages that are assumed to be en-queued by the middle-ware-level task before
being exchanged on a CAN network and provide a tighter bound on response time
of the messages. We also integrate implementation over-heads, such as copy-time,
into the schedulability analysis of CAN network. We also develop a probabilistic
system-level analysis for component based RTS in a mixed communication paradigm
i.e. having both probabilistic and deterministic arrivals. Most of the analyses de-
veloped in thesis integrate the concept of functional safety based on Safety Integrity
Levels into response time analyses, in order to guarantee the required safety levels.
Each chapter provides a case-study which is evaluated using the developed analy-
sis to provide an understanding about improvements and innovations our analyses
have brought about. Specifically, this thesis tries to answers the following research
question:

e Q1 How to perform mixed (probabilistic and deterministic) timing analysis
of an automotive communication network in order to dimension the system
properly?
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— Qla How to model the aperiodic data probabilistically?

— Q1b How to integrate the model of aperiodic data in the schedulability
analysis?

— Qlc How to ensure that the analysis guarantees the required level of
safety?

Answer: We provide a probabilistic approach to model the aperiodic traffic and
integration of it into response time analysis along with the deterministic part,
modeled by periodic activations. The approach allows the system designer
to choose the safety level of the analysis based on the system’s dependability
requirements. Compared to existing deterministic approaches the approach
leads to more realistic WCRT evaluation and thus to a better dimensioning of
the hardware platform.

e Q2 How can different hardware and software implementations affect the tem-
poral behavior in an automotive network?

— Q2a How to integrate the implementation over-heads in the schedulability
analysis?

— Q2b How to integrate affect of limited transmission buffers in the schedu-
lability analysis?

— Q2c What are the guidelines for device driver implementations?

Answer: We provide analysis of the real-time properties of message in a CAN
network having hardware constraints and implementation over-heads (copy-
time of messages). Which, if not considered, may result in a deadline violation
incurred due additional latencies. We explain the cause of this additional
latency and extend the existing CAN schedulability analysis to integrate it.
We also provide some guidelines that can be useful for the implementation of
CAN device drivers.

e Q3 How can we perform a mixed (deterministic and probabilistic) component
based performance analysis, for system dimensioning and component reuse, of
an automotive system?

— Q3a How to model the probabilistic component and its interface?

— Q3b How to compose the mixed (deterministic and probabilistic) com-
ponents together in a system?

— Q3c How to do the performance analysis of this mixed component system?

— Q3d How to ensure that the analysis guarantees the required level of
safety?

Answer: We provide an analysis of complex real-time systems involving
component-based design and abstraction models. We developed an abstrac-
tion which provides both deterministic and probabilistic models for compo-
nent interfaces based on curves and probability thresholds associated with
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1.4

those curves, resulting in an analysis for real-time systems which has both
deterministic and probabilistic components, based on an extension of real-
time calculus to probabilistic domain. The analysis can offer either hard or
soft real-time guarantees according to the requirements and the specifications
of the system. We also show the flexibility of the analysis to cope with the
required safety criticality level of a system.

Thesis outline

Chapter 2: Periodic and Aperiodic (mixed) analysis of CAN based on inte-
grating safety requirements.

Chapter 3: CAN controller hardware and software limitations and modeling
the analysis to include those limitations for tighter bounds on response time.

Chapter 4: System level response time analysis for component based analysis,
in a mixed (probabilistic and deterministic) analysis for system level perfor-
mance with guarantees for safety and real-time constraints.

Chapter 5: Gives the perspective of this thesis.

10
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In this chapter a probabilistic approach to model the aperiodic traffic and in-
tegration of it into response time analysis is discussed. The approach allows the
system designer to choose the safety level of the analysis based on the system’s
dependability requirements. Compared to existing deterministic approaches the ap-
proach leads to more realistic WCRT evaluation and thus to a better dimensioning
of the hardware platform.

2.1 Introduction

In the field of real-time systems, methods to assess the real-time performances of
periodic activities (tasks, messages) have been extensively studied. Response times,
worst-case or average, and jitters can be evaluated by simulation or analysis for a
wide range of scheduling policies provided that the activation patterns of the tasks
and messages are well identified. The problem is more intricate for aperiodic activi-
ties since, in many practical cases, it is difficult to have a precise knowledge of their
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activation pattern and because deterministic WCRT analysis have not been con-
ceived to handle aperiodic activities. For example, the arrival pattern of aperiodic
frames in the body network of a vehicle is hard to predict, as it is dependent on the
user interactions. However aperiodic frames of higher priority exchanged among the
Electronic Control Units (ECUs) in the body network of a vehicle can delay periodic
traffic. Indeed, most often the Controller Area Network (CAN) priority bus is used
and the aperiodic frames do not necessarily get the lowest priority levels 'assigned
to them.

2.1.1 Problem definition

In this chapter, we address the problem of evaluating response times when both
periodic and aperiodic activities are taken into account. Activities are termed frames
in rest of the chapter, because the approach will be developed and illustrated on the
CAN bus, but our approach equally holds for tasks. The increase in the WCRT of the
periodic frames which may be caused by the higher priority aperiodic frames could
be critical for hard real-time systems as it could lead to the violation of the deadlines.
Besides, large response times of aperiodic frames may jeopardize the execution of
a function or may even raise safety concerns in some cases (e.g. headlights flashes
in a vehicle). In addition, low responsiveness is negatively perceived by the user.
It is worth mentioning that activities that are periodic by essence are sometimes
implemented in an aperiodic manner in order to save resources.

Whatever the exact approach, one of the main steps is to derive a model of
the arrival patterns for aperiodic activities, what will be called in the following
the aperiodic Work Arrival Function (WAF). Then, this aperiodic WAF has to be
integrated into the response time analysis. There are however difficulties:

e obtaining aperiodic data (i.e., by measurements or simulation),
e modeling aperiodic data,
e integrating the model into schedulability analysis.

What we are discussing in this chapter is not how to obtain data but how to model
it and integrate it into schedulability analysis.

2.1.2 Handling aperiodic traffic

There are two classical approaches to handle the aperiodic traffic:

e worst-case deterministic approach:aperiodic frames are considered as periodic
frames with their periods equal to the minimum inter-arrival times, this is the

!Because of the incremental design process, in-house usages or constraints of the cooperation
process between car-makers and suppliers, priorities on the CAN bus do not necessarily reflect the
criticality of the frames (i.e., importance from a functional point of view, deadline constraint).

12
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well known sporadic model [Spuri 1996]. However, in many cases, the mini-
mum inter-arrival time is so small that the resulting workload is unrealistic,
and often greater than 100% [Zhang 2008].

e An average-case probabilistic approach: the aperiodic traffic is modeled ac-
cording to a probabilistic inter-arrivals process, the next step is then to es-
timate the ’probable’ number of arrivals in a given interval of time. This
approach is clearly not suited to real-time systems because it largely underes-

timates the arrivals of aperiodic traffic which can occur in small time intervals
2

A basic probabilistic framework was set for inclusion of aperiodic frames in a con-
trolled manner using a threshold value in [Burns 2003]. This chapter builds upon
this framework and discusses precisely the mechanism of deriving the aperiodic
WAF, as well as it removes some assumptions placed in [Burns 2003]. In particular,
we show that in our specific context it is not necessary that the different streams of
aperiodic frames are modeled individually.

Overview of approach

We do not assume any prior knowledge of the aperiodic frame activation pattern,
however we assume that it is possible to monitor the system, or a simulation model
of it, and gather data about the arrival times of aperiodic frames. Then, from the
measurements, we build a probabilistic model of the aperiodic inter-arrival times
under the form of an empirical frequency histogram or a distribution obeying a
closed-form equation whenever possible. The next step is to derive a deterministic
WAFs from the probability distribution of the aperiodic frame inter-arrival times.
A general mechanism is provided enabling to derive the deterministic WAF from
the underlying probabilistic distributions of the aperiodic traffic even given in form
of empirical histograms, which is worthy in practice since aperiodic arrivals do not
necessarily obey a closed-form equation. Another advantage is that the technique
is independent of the scheduling and can be used whatever the policy (preemptive,
non-preemptive, fixed priority, dynamic-priority, etc) and whatever the task model.
All in all, we believe that our proposal offers a better solution for taking into account
aperiodic traffic in systems with dependability constraints, compared to worst-case
and average case probabilistic approaches.

2.2 System Model

The trace of aperiodic events is characterized by a set D = Fy, Es, ..., B, where

th

E; is an i"" aperiodic event such that FEj is recorded before Fy on the bus. The

events in D are recorded in orders of their arrivals on the bus. Each aperiodic

2 According to the principle of large deviations: the smaller the interval, the larger (in propor-
tion) the deviation to the mean [Navet 2007].

13
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Figure 2.1: Approximated trace against tracel and trace 2

event is characterized by a set F; = {a;, p;, C;} where a; is an arrival time (a; is
the estimated arrival time), p; is a priority of the aperiodic frame and, C; is the
worst-case execution time of the frame. The length of set D depends on the time
when trace capture was stopped, but it should be sufficiently large to deduce the
probabilistic model of inter-arrivals.

2.3 Modeling aperiodic traffic

The data used in this work comes from measurements taken on-board of a PSA
vehicle but because of confidentiality reasons we have obscured the characteristics
which could reflect about the design at PSA Peugeot Citrden.

What was measured are the times at which the frames started to be transmitted
and not the times at which the transmission requests were issued. Especially when
the network is loaded, the two can be significantly different because of frames trans-
missions being delayed by higher priority frames. This could be taken into account
by studying the busy periods on the bus and constructing a worst-case activation
process, and is being discussed in section 2.3.1.

2.3.1 Approximating arrival process

The modeling process of the aperiodic traffic involves estimating the probabilistic
distribution of aperiodic inter-arrivals from the captured data trace of a simulation
model of a vehicle or from a real vehicle. The captured data trace of bus activity gives
us the arrival times of frames on the bus, priorities of frames and size of the frames.
The difficulty in using this captured data trace lies in the fact that the measured
arrival time of the frames on the bus may not coincide with the actual release times

14
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Figure 2.2: Gant chart for tracel: black arrows are actual release times and red

arrows are observed arrival times in data trace.The blue arrows will be the approx-
imated arrival times.

0.5 1.0 1.5 2.0 25 9.0 95 100 105 110 115 120 125

Figure 2.3: Gant chart for trace2: black arrows are actual release times and red

arrows are observed arrival times in data trace. The blue arrows will be the approx-
imated arrival times.
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a2 x1 x2
0 5 10 15 20

Figure 2.4: Approximation error when approximating the arrival of a frame. The
frame arrives at time x1, observed at arrival time x5 in data trace and approximated
arrival time is at as.

of the frames. This requires us to approximate an actual arrival process from the
captured data trace. The actual arrival time for some frame i can be approximated
by subtracting the level-i busy period seen by the frame. The level-i busy period seen
by frame i on bus can be easily computed from a trace. The simple subtraction of
the level-i busy period give us the worst-case arrival process of the aperiodic frames,
which is what is required. The approximated arrival process for the aperiodic frames
gives us the worst-case arrival process which can lead to burstiness in lower priority
frames as they are the ones which are pushed back when the aperiodic traffic arrives.

Assumption:

e No inter-frame sequence for frame separation. Otherwise all frames after first
frame will be equally shifted by three bit time.

e The data trace is sorted according to arrival times then priorities; such that
if two frames arrive at same time then highest priority frame will precede the
lower one in the table, which is natural for a captured data trace.

Therefore, for some frame ¢ the level-i busy period seen by it will be equal to the
summation of transmission time of all higher priority frames preceding i** frame in
data trace; see algorithm 1.

2.3.2 Errors in approximation

When approximating the arrival process from captured data trace e.g. arrival times
of table 2.1 we will have an approximation error for the approximated arrival process
if the actual arrival process was not the worst-case arrival process e.g. for the trace
of figure 2.3 we will get an approximation error as blue and black arrows do not
coincide.

Suppose that an aperiodic event occurs at time z; and bus is busy transmitting the
frames of higher priority. When the level-i busy period for frame released at time z;
is over it begins transmitting at time x5 which is observed and recorded in a data
trace. When the approximating the time actual arrival time (z1) of frame from the
observed arrival time from trace (x2) we get a wost-case arrival time of ag for the
frame which is earlier than x and thus we have an error in the approximation. The

16
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approximation error € is given by: € = |x1 — as| and is directly dependent upon the
length of busy period seen by the frame as as = z9 — [, where [ is the length of
level-i busy period. The maximum approximation error will occur when the frame
arrives near observed arrival time from trace (x2 —z1 ~ 0) and therefore maximum
approximation error is € = |z — .

However, we are not concerned by this approximation error as we are interested
in the worst-case arrival process.

Algorithm 1 Algorithm for estimation of worst-case arrival time for frame arriving
at a; from captured data trace.
while(!EndOfTrace)
k=i—-1
j=1i
while(p; > p && k > 0)
if(ar, + C == aj)

continue
else
a; = aj
break
end
1=k
k=k—1
end
if(k > 0)
a; = ag
else
CL; = a;
end

end

2.3.3 Finding distribution

In order to model the inter-arrival times of the aperiodic traffic, we first analyze
some important structural properties of the data (e.g., linear and non-linear cor-
relation) then find out the probability distribution that best fits our data. The
presence of linear and non-linear dependencies in the data would impact its model-
ing because it would imply a departure from the i.i.d. property (independent and
identically distribution). To test these two kind of dependencies, as classically done
in exploratory data analysis, we make use of some visual confirmatory tests, the
“run sequence plot” and “lag plot” here, as well as the auto-correlation and BDS test
(Brock, Dechert, Scheinkman, see[Broock 1996]).

17



Chapter 2. Probabilistic CAN Schedulability Analysis

_WMJMM .nM

AL
D Mhh - L m‘t ul“.lm‘.....u.bdjh.L.u.u......., ..L.Il.u.\

LMH ______ |

a 500 1000 1500
Run Sequence Plot of Data

1.5
Lag Flat of Data

Figure 2.5: Visual analysis of captured data trace. The upper graphic is a run
sequence plot where the x-axis is the index of the data points and the y-axis is the
time till the next aperiodic arrival expressed in seconds. In the lower graphics, a lag
plot, both axes indicates the time till the next aperiodic arrival in seconds.

Run sequence plot

The run sequence plot displays an observed univariate data in a time sequence. It
helps to detect outliers and shifts in the process. Figure 2.5(upper) is a run sequence
plot of our data trace where the data points are indexed by their order of occurrence.
The plot indicates that data does not have any long term shifts in heights over time.

Lag plot

A lag plot helps to gain some insight into whether a data set or time series is random
or not. Random data should not exhibit any visually identifiable structure in the
lag plot. Figure 2.5(lower) is a lag plot of our data trace (here the lag is chosen
equal to 1: © = X1 and y = X}, where X}, is the k' observation). Since the lag
plot appears to be structureless, the randomness assumption cannot be rejected.

18
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Figure 2.6: Auto-correlation of captured data trace.

2.3.3.1 Autocorrelation analysis

The autocorrelation analysis detects the existence of serial correlations in a data
trace. Precisely the correlation of order k indicates the linear relationship that
may exist between data values separated by k positions. The first 100 correlation
coefficients of the data trace are shown in figure 2.6 associated with the thresholds
beyond which the values are statistically significant (1% significance level here). The
graphic visualization of the correlation coefficients makes it possible to evaluate the
importance and the duration of the temporal dependencies. Here, serial correlations
in the aperiodic traffic are relatively limited:

e limited in frequency: on the entire aperiodic traffic, there are only 19 signifi-
cant auto-correlations coefficients until a lag of 100,

e limited in intensity: the few significant auto-correlations are below 0.2 which
is insufficient to be used at ends of predictions.

These autocorrelations can probably be explained by the fact that the activation
of certain functions of the vehicle requires the transmission of several consecutive
frames, but, the instants of activations of the functions have small correlations.
Also, the spike that can be observed around the lag 50 is likely due to a periodic
frame that has not been properly filtered out in the data trace.

2.3.3.2 BDS analysis

Auto-correlation has the limitation that it can only test the linear dependency in
the data. In order to test for non-linear dependencies a more general statistical test
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Figure 2.7: Probability plots for 3 candidate distributions, from top to bottom, the
exponential law, the log-normal law and the Weibull Law.

than the auto-correlation must be used. One such test is the BDS test [Broock 1996]
which employs the concept of spatial correlation from chaos theory to test the hy-
pothesis that the values of a sequence, in this chapter inter-arrival times, are inde-
pendent and identically distributed (i.i.d.). Deviation from the i.i.d. case will be
caused by the non-stationarity of the process (e.g., existence of trends), or the fact
that there are linear or non-linear dependencies in the data.

We carried out the BDS test for various combinations of its parameters m and
 (for example for m = 2 and § = 3 as recommended by the authors of the test. For
certain combinations we could not reject the hypothesis that the data points are
ii.d. at the 1% confidence level. The results of auto-correlation analysis and BDS
test enable us to conclude that it is possible in our specific context to model the ape-
riodic inter-arrival traffic by a random variable obeying a memory-less probabilistic
distribution without diverging from reality.

2.3.3.3 Distribution fitting

We now need to find the probability distribution and its parameters which mod-
els the experimental data the most accurately. After having drawn aside certain
possibilities for obvious reasons (for example, the normal law because its density
function of density is not monotonously decreasing), we tested distributions iden-
tified by adjusting their parameters according to the principle of the maximum of
likelihood (MLE). Specifically, we have successively considered the exponential law,
the log-normal law and the Weibull law. The exponential law was plausible a priori
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taking into account the decrease of the density which one can observe in the data
trace, the two other laws have been chosen for their well-known flexibility.

2.3.3.4 Probability plots for visual selection

The distribution of the observed data is plotted against a theoretical distribution in
such a way that the points should form approximately a straight line. Departures
from this straight line indicate departures from the specified distribution. If the
probability plot is approximately linear, the underlying distribution is close to the
theoretical distribution. What can be observed in figure 2.7 is that the Weibull law
is the distribution that best fits the data. This visual conclusion is confirmed by
statistical acceptance tests discussed in the next paragraph.

2.3.3.5 Acceptance test

In previous section evaluation of the quality of results was done visually. In this
section we use the statistical tests to verify the assumption that data trace follow a
particular distribution. Specifically, we are using the x? and Kolmogorov-Smirnov
"goodness-off-fit” tests" [Millard 1967, Brumback 1987]. The best results were ob-
tained using the Weibull law, followed at some distance by the log-normal law. The
conclusion of the two tests is that one cannot reject the assumption that the data
follows a Weibull distribution at a significance level of 1%. For a broad data sample
collected on a real system, and not artificially generated data, it is a conclusive
result.

Figure 2.8 presents the real data trace and an "artificial" trace generated by
a Weibull law with MLE-fitted parameters. It is observed that some "patterns"
present in the real trace disappear and that the simulated trace is more homogeneous
in time, but overall adequacy of the modeling seems good. From the analysis,
carried out in this section, we can conclude that in our specific context the Weibull
distribution provides a satisfactory model for the aperiodic traffic inter-arrival times,
followed by log-normal and exponential distributions at some distance.

2.3.3.6 Using two parameter distributions

The choice of a distribution is often dictated by the nature of the empirical data
which is often over-dispersed and heterogeneous in practice. The selection of a
distribution from the family of distributions which are likely to model the empirical
data is often governed by the flexibility of the distribution to handle dispersion
and heterogeneity. For example the Poisson and exponential distributions are single
parameter distribution which implicitly assume simple parametric models and lack
in the freedom to adjust the variance independent of the mean, bringing in the
handicap to model the dispersed data. A model with additional parameter to take
care of dispersion independent of mean may provide a better fit. The weibull and
gamma distributions are two parameter distributions which have this flexibility of
handling variance independent of mean. Besides these two-parameter distributions
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Figure 2.8: Comparison between the captured data trace and a random trace gen-
erated by a Weibull model with MLE-fitted parameters.

will converge to the simple parametric distribution depending on the values of the
parameters used. For these reason in rest of the work weibull distribution will be
used.

2.3.4 Threshold based work-arrival function

S(t) is the aperiodic work arrival function which gives us the number of aperiodic
frames in a time interval ¢ and that will be used in the response time analysis.
S(t) is an increasing "staircase" function such that the "jumps" in the function
correspond to the arrival of an aperiodic frame. To construct this function, we
propose to discretize the time and calculate the value taken by S(t) for each value
of t between 1 and n where n, expressed in milliseconds, is the largest value that we
may reasonably require during the computation of a response time. For example,
one can set n = 1000ms if the largest period of activity on the bus (i.e., the largest
busy period) does not exceed a second.

2.3.4.1 Safety threshold « for S(t)

We denote by X () the stochastic process which counts the number of aperiodic
frames in time interval ¢. For example, in the data trace which we studied in the
preceding sections, inter-arrivals would be controlled by a Weibull law. The idea is
to find the “smallest” S(t) such that the probability of X(t) introducing aperiodic
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Figure 2.9: Graphical representation of algorithm for computation of S(5). It con-
sists in finding the smallest value of k using the CDF of the inter-arrival distribution
according to equations 2.1 and 2.2.

frames equal to n is lower than a threshold value « fixed by the designer. where n is
the number of aperiodic frames introduced by S(t). Formally, we are looking for:

S(t) = min{S(t) | Pr[X(t) > n] < a} (2.1)

For example, if one sets o = 0.01 it means that in no more than 1% of its trajectories
the stochastic process X (t) induces more aperiodic traffic than S(t). If X (t) models
the real aperiodic traffic accurately, the number of aperiodic frames integrated in the
calculation of the response time of a periodic frame will have more than 99 percent
chances to be higher than what each instance of the frame will undergo. Of course,
the choice of o depends on the dependability objectives of (SIL, System Integrity
Level, for example) but o = 10™* seems a reasonable value in the context of a body
network that will be considered in the experiments hereafter.
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Figure 2.10: WAF using monte-carlo simulations

2.3.4.2 Computation of S(t)

We need a way to evaluate Pr[X(t) = n] < a at each time instant ¢. Let F,(t) be
the Cumulative Distribution Function (CDF) of interarrivals.

Pr(X(t) =n]=Pr[X(t) >n] — Pr[X(t) >n+1] (2.2)
PriX(t) = n] = Fult) = Fuss (1
Two cases arise:

e Distribution for which we have a closed-form expressions and can evaluate
Pr[X(t) = n] e.g poisson distribution.

e Distribution for which we have no closed-form expression e.g. weibull distri-
bution.

The first case is easy to evaluate using closed-form expression and for the second case
we could either resort to numerical or simulation methods to evaluate the equation
2.1.

2.3.4.3 Graphical illustration

Figure 2.9 illustrates the computation of S(t) for a specific value of ¢, here ¢t = 5:

5(5) = min{S(5) | Pr[X(5) > n] < a} (2.3)

The probability Pr[X(5) > n]| can be found using values of n = 1,2,3,... and
for t =5 in equation and terminating when probability is more than a.
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2.3.4.4 Monte-Carlo simulation approach

We do not always have a discrete distribution modeling the data nor a continu-
ous distribution such that equation 2.1 can be evaluated analytically. We need an
alternate method to evaluate equation 2.2 in such cases. This can be done with
numerical integration techniques or using Monte Carlo simulation method. The
latter approach is described in algorithm 2 where « is the safety level, A is the
discrete time step, 6 is the set of parameters of the aperiodic frame arrival distri-
bution, T is the time horizon, N is the number of random samples®to be drawn
for the Monte-Carlo simulation. Basically, S(¢) is computed for each time unit by
drawing N values from the probabilistic distribution modeling the aperiodic frame
arrival process and checking if the accumulated probability value smaller than the
probability value for which we are evaluating S(t).

Algorithm 2 Deriving S(¢) by Monte-Carlo simulation.
Input:{7T,a,A, 0, N}
Output:{S(¢): The work arrival function}
mder = 0;
Data=random(f, N);
for{IDX € 0:A: T}
for{ic1: N}
AccTime — 0;
k= 0;
While {AccTime<IDX}
AccTime = AccTime+Datafindex/;
mdex—indexr+1;
k = k+1;
end
end

end
S(IDX) = k;

As an illustration of the approach, we derived S(t) in the cases where the ape-
riodic inter-arrival distribution obeys 1) an exponential law 2) a Weibull law 3) a
log-normal law. The number of random draws of the Monte-Carlo simulations (pa-
rameter N in algorithm 2) is set to 5 million for each distribution. For all three
distributions, the parameters are fitted using MLE against the data traces and the
three distributions lead to the same average intensity. What can be observed is that
the distribution, and not only the average intensity of the aperiodic traffic, plays a
major role in the shape and height of the aperiodic WAF, see figure 2.10.

3Central Limit Theorem tells us that the convergence rate is of order N'/? where N is the
number of random draws, which means that adding one significant digit requires increasing N by
a factor 100. The value of NV should be set depending on the threshold o and accuracy objectives.
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2.3.4.5 Numerical approach

The WAF is a monotonically increasing staircase curve which returns the number of
aperiodic events that have occurred in an interval of time measured from the origin,
also know as count model. Let X (¢) denote the number of events that have occurred
up until time ¢, X (¢)|t > 0. Let I,, be the time from the origin to the measurement

th

point where n*" event occurred. The relationship between inter-arrival times I,, and

the number of events X (¢) is
I, <t & X(t)>n

We can restate this relationship by saying that the amount of time at which the
n" event occurred from the time origin is less than or equal to ¢ if and only if
the number of events that have occurred by time ¢ is greater than or equal to n.
Therefore, following relationship allows us to derive the count model C),(¢), which
returns the number of aperiodic events that have occurred in an interval of time

measured from the origin:

Cn(t) = Pr[X(t)=n]=Pr[X(t) >=n]— Pr[X(t) >=n+1]

= Cp(t) =Priin <=t]— Pr{In+1 <=1]

If we let the cumulative density function (cdf) of I, be F,(t), then C,(t) =
P[X(t) = n] = F,(t) — Fy+1(t). In the case where the measurement time origin
(and thus the counting process) coincides with the occurrence of an event, then
F,(t) is simply the n-fold convolution of the common inter-arrival time distribution
which may (e.g. poisson distribution) or may not (e.g. weibull distribution) have a
closed-form solution. For the distributions* which do not have a closed-form we can
get a closed-form approximation using monte-carlo simulation [Khan 2009] or use a
polynomial expansion of F'(t) e.g. for weibull distribution we have [McShane 2008|:

]Jrn()\tc) J
P[X(t) = § : NCES AU (2.4)
where I(ej + 1)
0 cy) + .
= -~ 7=0,1,2 ...
a] F(j+1) j 7 ) 7
and

-1, .
T(cj — 1
att = 3" O‘mr(gc]_mcf':;; )n:O,l,Q,... j=n+ln+2n+3,...

m=n

*Most likely distribution for aperiodic arrivals are exponential, weibull and gamma. And count
models for all are available weibull and gamma distribution are of particular interest for their two
parameter flexibility. Particularly gamma as the computation of mean and variance is easier in its
case as compared to weibull.
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Numerical model with MLE adjusted parameters and a=10*
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Figure 2.11: Numerical WAF with MLE adjusted parameters and o = 10~*

Where the Gamma function is an extension of the factorial function to the
real and complex numbers. To build the arrival curves we wish to minimize the
probability number of events occurring in an interval in a parametric manner (safety
level) for weibull distribution we use equation 2.4 with MLE adjusted parameters,
see figure 2.11, such that:

S(t) = min{Pr[X(t) =n| < a}

2.3.4.6 Parameter estimation without data trace

Because of cost and design time constraints, it is not always possible to derive the
inter-arrival model from a real data trace, or traces of simulation. This is often the
case in automobile projects. In such a situation, as an approximation, a solution
is to set the parameters of the distribution based on already known parameters
corresponding to another electronic architectures. In the following, we show how to
adapt a Weibull® model to a new intensity of the aperiodic traffic.

The expected value of a random variable obeying a Weibull law is:

E(X) = AT(1 + %) (2.5)

®The case of single parameter distribution such as the exponential law is trivial, a similar

approach can be used for the log-normal law.
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where ) is the scale parameter, k is the shape parameter of the Weibull law and the
Gamma function is an extension of the factorial function to the real and complex
numbers. There exist many, more or less precise, approximations to calculate the
gamma function. One good approximation is given by the following formula:

2r 1 1
['(z) ~ \/;(E(Z + ﬂ)f (2.6)

To adjust the expected value of the Weibull law for a new vehicle project, one
simply has to change the scale parameter A to the targeted intensity of the aperiodic
traffic. The larger the scale parameter, the more spread out the distribution is i.e.
if A is large, then the distribution will be more spread out and if A is small then
it will be more concentrated. The shape parameter k£ simply affects the shape of a
distribution and is independent of other distribution parameters. In first approxi-
mation, we assume here that the shape of the distribution should not change very
importantly from project to project and so set the parameter k. This assumption
should be verified in the light of the analysis of additional data traces but this is
left as a future work. The network load of the aperiodic traffic, denoted p, obeys
the relation:

1 _
=(=—).A 2.7
p= 2l X)) (2.7)
where A is the average transmission time of an aperiodic frame. From equations
2.5, 2.6 and 2.7, one obtains:

1 _

A=(——).A (2.8)
(14 4)-p

By replacing the values of network load, p, and average transmission time, A, by

the values which correspond to the automotive network that one wants to model,

one obtains the new value of .

2.3.5 Handling priority

A priority assignment policy assigns a priority p; to each frame. The priority assign-
ment function which maps the priorities to these frames from a finite set of values
(e.g. 1-2048) depends on the scheduling algorithm. For example in case of Rate
Monotonic (RM) scheduling the priorities are mapped based on the periods. Here,
we are considering fixed priority scheduling. In order to integrate correct amount
of aperiodic traffic we have to take into account the priorities of arriving frames
in a work arrival function. The mechanisms to handle priority in a probabilistic
framework have been discussed in subsequent subsection.
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2.3.5.1 Modeling each priority level

In order to model each priority level individually we will have to filter set of aperiodic

events from trace D into subsets D; such that each subset contains aperiodic events
of one priority level only, formally:

D; = {VE; € D|p; = i} (2.9)

Each D; is used to find the WAF against it, assume SZ‘.)"M(I) is the WAF for D;. In
order to find the higher priority aperiodic load seen by some frame of priority m we
will integrate all WAFs for D;’s of higher priority than m as:

W(I) = Y S5M(T) (2.10)

Vi<m

The equation 2.10 returns the number of aperiodic frames of higher priority than m
in an interval L

The solution discussed above is an ideal solution, but in realistic problems we will
not have enough data points to correctly model the distributions for each priority
level, and thus we will have to look for alternate approximate solutions to this
problem.

2.3.5.2 Modeling priority using intensity level

Another approach for modeling priorities in schedulability analysis is model all ape-
riodic traffic as one distribution and control the intensity of traffic for different
priority levels using p and then re-estimating the A parameter using equation 2.8,
which controls the scale of the distribution and thus governs the intensity of the
aperiodic traffic. The higher priority frames could take into account work-arrival
curves with larger p and lower priorities frames could take into account work-arrival
curves with smaller p.

2.3.5.3 Modeling priority using groups
Reusing the notation of subsection 2.3.5.1 let D; be a set such that it contains frame

of priorities between 1& i. Formally:

D; = {VE; € D|p; € {1..i}} (2.11)

D; from equation 2.11 is then used to find work arrival function for each ¢, i.e. for
each priority, using the mechanism discussed in in subsection 2.3.4. In order to find
higher priority interference for frame with priority m we will use D,, to find WAF
which returns the number of frames to integrate into schedulability analysis as:

Win(I) = S35 (1) (2.12)
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Figure 2.12: Work-arrival curves from weibull distribution for different values of «

The above equation return the number of higher priority frames seen by frame m in
an interval I. This seems to be most refined approach among discuss above in terms
that it provides intuitive approximation mechanism for integrating aperiodic traffic
based on priorities. However it may be susceptible to loss in accuracy for higher
priority frames when we do not have enough data points to model the distribution
correctly.

2.3.5.4 Comparison of two approaches

This sections presents the comparison between two approaches outlined in subsec-
tions 2.3.5.2&2.3.5.3 above. The data trace was filtered to extract various priority
groups and then the distribution parameters for each priority group was adjusted
using MLE. And for the “intensity level” approach the distribution parameters were
found for the whole data trace using MLE and then using equation 2.8 a new inten-
sity parameter was estimated by retaining the value of shape parameter found first
time and changing the aperiodic load.

The trends in the work arrival functions of the two approaches is almost same.
However, intensity level is introducing more aperiodic work as compared to the
priority group approach. The reason for that is when changing the aperiodic load
on the network for “intensity level” approach we are basically increasing the intensity
parameter of the distribution while retaining the shape of the distribution. Which
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Figure 2.13: Work-arrival curves from weibull distribution for different priority
groups
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Figure 2.14: Comparison of ’priority group’ depicted by solid lines in figure and
‘intensity level” depicted by dotted lines in the figure.

essentially means that more traffic is arriving in given interval of time, so for two
intensity level one with more aperiodic load will exhibit higher aperiodic traffic than
the other level for same interval. The priority group approach is a refined approach,
however it may suffer from the lack of data for some priority value.

2.4 Schedulability analysis

Classically, schedulability analysis for real-time communication networks assume
periodic or sporadic streams of frames [Tindell 1995, Davis 2007]. In this chapter,
for the sake of simplicity, we make use of a sufficient but not necessary schedulability
test® presented in [Davis 2007] as the framework to include aperiodic WAF into
the schedulability analysis. However, the approach would remain similar with the
sufficient and necessary test proposed in the aforementioned paper.

In the following, we re-use the concepts and notations from [Davis 2007]. The
worst-case response time of frame m is made up of several elements:

1. An upper bound on the queuing jitter J,,,

2. The longest transmission time C,,,

5This test is applicable when deadlines do not exceed their periods.
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3. The waiting delay w,, at the sending end, that is the longest time that the
frame can wait before it starts being successfully transmitted (i.e., before it
wins the arbitration on the CAN bus). This delay is given by equation 2.14,

The waiting delay wy, includes the interference due to the aperiodic frames of higher
priority than m, which is given by the function NoM (t) defined as follow:

a,M _ qo,M )
N2 (t) = Sy (t).jeég%}((m) C; (2.13)
where M is the aperiodic interarrival model, o the chosen safety threshold, S%,(t)
the corresponding aperiodic WAF and HpAf(m) is the set of aperiodic frames
having higher priority than frame m. It has to be pointed out that the defini-
tion of N%’M(t) can use any priority modeling approaches discussed in sections
2.3.5.1 to 2.3.5.3.
As classically done, the waiting delay w,, can be determined with the following
recurrence relation:

w;‘fl = N%’M(w%)—kmaX(Bm,Cm)

o+ T+ T
+ Z (W}Ck (2.14)
Vkehp(m) k

where hp(m) is the set of frames with priority higher than m, and max(B,,, Cy,)
corresponds to the longest possible time for which an invocation of frame m can
be blocked either by lower priority messages or due to the previous invocation of
the same frame. The recurrence relation goes on until .J,,, + w™t! + C,,, > D,, or
wltl = w . In the former case, the frame is not schedulable while in the latter
case the worst-case response time of the frame is given by:

R = Jy + Wiy + Cry (2.15)

2.5 Case study

In this section, we illustrate the analysis of nine typical 125Kbit/s automotive body
networks with. We used Netcarbench [Braun 2007|, a GPL-licensed software that
generates sets of messages according to parameters defined by the user. The char-
acteristic that a user can describe are network load, number of ECUs, distribution
of the periods of the frames, etc. The characteristics used to generate test networks
were chosen by setting the details listed in table 2.1 for Netcarbench.

The properties of resulting set of networks that were generated are having char-
acteristics as described in the table 2.2. These networks will be used to analyze the
effect of aperiodic traffic by integrating the aperiodic WAFs.
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(a) The weighted distribution of periods with random priority assign-
ment of priority from the specified range for test network generation.

‘ SNo. ‘ Period(msec) ‘ weight | Priority Range | Margin

1. 50 2 1-200 1
2. 100 15 1-600 3
3. 200 15 1-1000 3
4. 500 30 200-1000 5
D. 1000 25 300-1500 5
6. 2000 5 500-1500 1

(b) The weighted distribution of frame sizes
for test network generation.

‘ SNo ‘ Size(bytesl) Weight | Margin

1. 1 1 1
2. 2 1 1
3. 3 1 1
4. 4 1 1
. 5) 2 1
6. 6 2 1
7. 7 2 1
8. 8 8 2
(c) Characteristic of load and ECU (d) Designating loaded ECUs, i.e. the
range for generating body networks us- percentage of overall bandwidth sent by
ing Netcarbench a particular ECU
‘ SNo. ‘ Parameter | Range ‘ SNo. ‘ ECU ID ‘ Load(%age) ‘
1. Load 40 to 45 1. 1 30
2. ECUs 15 to 20 2. 2 15
3. 3 10

Table 2.1: Characteristics for generating test networks
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‘ SNo. ‘ Test case ‘ ECUs ‘ Load(periodic) ‘ frames

1. Net1 15 44.24% 110
2. Net2 17 41.42% 120
3. Net3 16 43.99% 142
4. Net4 17 42.04% 105
D. Netd 19 43.68% 120
6. Net6 19 43.61% 131
7. Net7 19 41.94% 117
8. Net8 19 41.97% 115
9. Net9 19 40.49% 110

Table 2.2: Test networks generated for body networks of a car.

‘ S.No. ‘ Analysis# ‘ Remarks ‘

1. WCRTO without any aperiodic traffic

2. WCRT1 with aperiodic traffic in the priority levels (1-100)
3. WCRT2 with aperiodic traffic in the priority levels (1-500)
4. WCRT3 | with aperiodic traffic in the priority levels (1-1500)
5. WCRT4 | with aperiodic traffic in the priority levels (1-2048)
6. WCRT5 with aperiodic traffic in intensity levels (2)

7. WCRT6 with aperiodic traffic in intensity levels (3)

8. WCRT7 with aperiodic traffic in intensity levels (4)

9. WCRTS with aperiodic traffic in intensity levels (5)

Table 2.3: For each generated network we are going to perform above listed analysis;
which have been tuned according to the priority distribution.

The aperiodic WAFs used to test the affect on the worst-case response times
of all generated test networks are shown in figures 2.12 and 2.13. The aperiodic
WAFs are generated for designated priority ranges and for various aperiodic loads
to study the affect of aperiodic frame priorities and of changing aperiodic load on
the periodic message sets. The WAFs are generated from the numerical model of
Weibull distribution with a safety threshold a = 107%.

The WCRT of the frames are computed with the software NETCAR-Analyzer
from RealTime-at-Work whose purpose is to analyze the performances of CAN-
based communication systems and optimize their design and configuration (e.g.,
choices for the message priorities and offsets, waiting queue policy and length, etc).
Each message set was analyzed for all aperiodic arrival curves in figures 2.12 and
2.13. The resulting response times are shown in figure 2.15 (for message set 3 of
table 2.2) are againts all arrival curves listed above. Figure 2.16 shows the relative
increase, with respect to no aperiodic traffic case, in the worst-case response times of
periodic frames for message set 3 in presence of aperiodic frames, for message set 3,
according to WAFs listed above. Figure 2.17 shows the relative increase, with respect
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Figure 2.15: WCRT of all cases in the table 2.3 for message set 3.
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Figure 2.16: Difference between case WCRT0 and other WCRT cases of table 2.3
for message set 3, showing the relative increase in WCRTSs with respect to WCRTO.
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Change in WCRT(msec)

Frame ID

Figure 2.17: Difference between cases WCRT0 and WCRT1 for all message sets,
showing the relative increase in the WCRT for all message sets using a fine grained
approach.
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to no aperiodic traffic case, in the worst-case response times of periodic frames for
all message sets using just one work arrival curve (ID=1-500) from figure 2.13.
Even in this context where the periodic load is moderate (e.g. 43.99%) and the
aperiodic traffic is limited, one observes that aperiodic traffic rather significantly
impacts the worst-case response times of the periodic frames. For instance, the
WCRT for the frame with id 107 raises from 98.66ms without aperiodic traffic to
122.7ms with first curve WCRT'1 in table 2.3 (+24%). We observe that other WCRT
curves also give somewhat similar results. However, the location of aperiodic traffic
is different and thus the percentage increase see by frames over experiments may not
be same, thus aperiodic traffic plays some role and thus cannot be overlooked. Which
can also be verified from the results of other message sets depicted in figure 2.17.

2.6 Summary

In this chapter, we developed a new approach for integrating the aperiodic traffic in
response time analysis. The main interest of the proposal is that the overestimation
of the aperiodic traffic is kept to the minimum that still enables the system to meet
some chosen dependability requirements.

However, the resulting response time estimation can be pessimistic especially
for lower priority frames when there is a large volume of aperiodic traffic, as we
have assumed worst-case arrival process when estimated the release times from data
trace. The estimated arrival process is bursty in nature and will be seen more by the
lower priority frames. It is possible to be less pessimistic by modeling each aperiodic
stream individually and integrate only the higher priority aperiodic WAFs into the
schedulability analysis. However, we believe that this more fine-grained approach
will not be always practical since it requires significant modeling efforts and large
quantity of data traces. We have provided few schemes which would minimize
the pessimism due to priority issues and still respecting the safety threshold while
being as accurate as possible (i.e., discard as much as possible of the lower priority
aperiodic traffic).
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The analysis of the real-time properties of an embedded communication system
relies on finding upper bounds on the Worst-Case Response Times (WCRT) of
the messages that are to be exchanged among the stations. The classical WCRT
analysis of Controller Area Network (CAN) implicitly assumes an infinite number of
transmission buffers and negligible copy-time. However, in reality, CAN controller
may have some characteristics, such as non-abortable transmissions, which may
significantly increase the WCRT. Which, if not considered, may result in a deadline
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violation due to an additional delay. In this work, we explain the cause of this
additional delay and extend the existing CAN schedulability analysis to integrate
it. Finally, we suggest implementation guidelines that minimizes both the run-time
CPU overhead and the additional delay due to priority inversion.

3.1 Introduction

Controller Area Network (CAN) was specifically designed for use in the automotive
domain and has become a de-facto standard. Today, high-end cars can contain
as many as 70 CAN controllers [Navet 2005|. CAN has been extensively used in
other areas as well, including industrial automation, especially networked control
systems [Marti and 2010], because of its interesting real-time properties and low-
cost. Whatever the domain, existing schedulability analyses of real-time applications
distributed over CAN assume that:

1. If a CAN node has to send out a stream of messages having the highest
priority on the bus, it should be able to do so without releasing the bus between two
consecutive messages, despite the arbitration process that takes place at the end of
each transmission.

2. If on a CAN node more than one message is ready to be sent, the highest
priority message will be sent first. This means that the internal organization and
message arbitration of the CAN node is such that this is possible.

These assumptions put some constraints on the architecture of the CAN con-
trollers and on the whole protocol stack. Sometimes, because of the CAN controller
or protocol layers, priority inversion among messages can occur. This can happen
when the controller sends more distinct messages than the number of transmission
buffers available and transmission requests (for low-priority messages) cannot be
cancelled. Indeed, some CAN controller hardware implementations have internal
organization such that they send messages independent of CAN message ID (Mi-
crochip MCP2515, Freescale MC68HC912), send messages in a FIFO order (Infineon
XC161CS), or do not have enough transmit buffers (Philips STA1000). Moreover, the
transmit buffers may be managed without abortion (Philips 82C200) [Natale 2006],
or the support for abort mechanisms may be missing at the device driver level or,
finally, the communication stack may be configured such that it does not support
cancelling transmission (see “transmit cancellation” in an AUTOSAR stack, page 37
in [AUTOSAR 2009]). As a result, a message can be delayed for a longer time than
is expected by classical analyses [Tindell 1995, Davis 2007]| and the response time
increases accordingly.

Problem with current analysis

Timing analyses of CAN developed over the years model the network as an infinite
priority queue where each node is inserting its messages according to their priority.
It is then assumed that the highest priority message in the queue wins the arbitra-
tion, be it in the deterministic [Tindell 1995, Davis 2007, Grenier 2008] or stochastic
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case |Zeng 2010, Hansson 2002|. However, this model does not hold when hardware
and software constraints, like limited numbers of transmission buffers in the CAN
controller and copy-time! of messages from device drivers, are considered Then the
Worst-Case Response Time (WCRT) increases as compared to the traditional anal-
yses. To the best of our knowledge, this issue was first identified and analysed
in [Meschi 1996].

Some work has already been carried out to identify and analyse the effects
of limited transmission buffers, in [Meschi 1996, Natale 2006, Natale 2008| and
[Khan 2010]. In [Natale 2008], Natale classifies and explains all the cases lead-
ing to priority inversion due to hardware and software limitations, that were not
covered by the existing analyses. In [Meschi 1996] Meschi et al. show that at least
three transmission buffers are needed to avoid priority inversions when the copy-
time of a message from the queue to the controller is neglected. However, analysis
in [Meschi 1996] only addresses the case when transmission requests are abortable.
In [Khan 2010], Khan et al. address the case of priority inversion in an abortable
CAN controller when copy-time of messages and the architecture of a device driver
is taken into account. In [Davis 2011a], Davis et al. provide schedulability analysis
when device drivers use FIFO? transmission queues. However, the analyses provided
in [Khan 2010, Davis 2011a] do not investigate the non-abortable CAN controller
case. In [Natale 2006] Natale provides an analysis for integrating the increase in
WCRT due to priority inversion in non-abortable CAN controllers. However, the
analysis provided in [Natale 2006] takes into account the interference of all lower
priority messages for the message which suffers from priority inversion, which may
not be the case as is shown in this paper. Furthermore, it does not consider the fact
that the increase in the WCRT (additional delay) of a message manifests itself as a
jitter for lower priority messages.

Contributions of this work

The effects of a limited number of transmission buffers have been identified
in [Tindell 1994c|, [Natale 2006] and [Meschi 1996]. In [Natale 2006] the author
gives the analysis for the case when it is not possible to cancel transmission and
in [Meschi 1996] the authors show that at least 3 transmission buffers are needed to
avoid priority inversions when the copying time of a message from the queue to the
controller is neglected. Here, we address the 3 or more buffer case with two scenarios.
First is the case when it is possible to cancel a transmission request and when the
copying overhead can take any reasonable value and the second case is when it is
not possible to cancel a transmission request. We derive a worst-case response time
analysis that integrates these two cases in this chapter.

IThis time could be worst-case execution time of an interrupt service routine plus interrupt
latency for interrupt based system. For polling based systems it could be worst-case execution
time of task putting message in transmission buffer plus polling tick duration.

At least ome commercial tool, namely NETCAR-Analyzer from RTaW (see
http://www.realtimeatwork.com/?page_id=396) , addresses the FIFO case.
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CAN # Tx Priority for transmission

Controller Buffers

Microchip 3 Independent of CAN ID. For example, if two

MCP2515 buffers have same priority(11 is highest and 00
is lowest) settings the buffer with highest buffer
number will be sent first. Aborting a frame in a
Tx buffer is possible.

Freescale 3 Independent of CAN ID, A 8-bit local priority

MC68HC912 field is managed by application software.
Aborting a frame in a Tx buffer is possible.

Infineon 32, Scalable FIFO

XC161CS (Tx/RX)

Philips 1 Aborting a frame in a Tx buffer is possible.

SJA1000

Table 3.1: Characteristics of different CAN controllers.

Besides, we provide guidelines for an optimized CAN driver implementation. The
case addressed here is meaningful because in practice most CAN controllers have
more than 3 buffers and possess the ability to cancel a transmission request may or
may not be supported by them, the device drivers or the higher level communication
stack.

These assumptions put some constraints on the architecture of the CAN con-
trollers and on the whole protocol stack. Sometimes, because of the CAN con-
troller or protocol layers, priority inversion among messages do occur. This happens
in particular when the controller sends more distinct messages than the number
of transmission buffers available and when transmission requests (for low-priority
frames) cannot be canceled. Indeed, some CAN controllers do not allow to cancel
a transmission request, or the support for abort mechanisms is missing at the de-
vice driver level or, finally, because the communication stack does not support it
(see “transmit cancellation” in an AUTOSAR stack, page 37 in [AUTOSAR 2009]).
As result, a frame can wait for a longer time what is expected by classical analy-
sis [Tindell 1995, Davis 2007] and the response times would increase accordingly.

This work provides tighter bounds on the WCRT by identifying more precisely
the interference brought by lower priority frames and it also identifies and integrates
the jitter due to this interference in the analysis, which may increase the response
times for some frames.

3.2 Working of a CAN controller

The configuration and management of the peripheral transmit and receive objects
is of utmost importance in the evaluation of the priority inversion at the adapter
and of the worst case blocking times for real-time messages.
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call of CAN_write()

is the priority of new msg greater than the pending ones in HW?

CAN Hardware is free?

| copy data into CAN HW |
< Cancel msg with lowest priority >

N B [CAN_write() returns with E_BUSY]
set transmit request in CAN controller - -

’ copy data into queue ‘

&

CAN_Transmit() reutrns with E_OK

Figure 3.1: AUTOSAR CAN driver message transmit flow.

There is a variation among CAN controllers in terms of architecture for example
the variation in terms of number of transmission and reception buffers, flexibility
of designating a register as transmission buffer or reception buffer in some CAN
controllers. Further, when CAN controller buffers are filled with multiple messages,
most CAN controllers select a message for transmission with the lowest identifier,
not necessarily the message with the lowest CAN ID. Furthermore, Most CAN
controllers, a message that is currently in transmission buffers can be aborted, unless
the transmission is actually taking place, see table 3.1 for details.

3.2.1 AUTOSAR CAN driver implementation

The requirement that the highest available message at each node is selected for the
next arbitration round on the bus can be satisfied in several ways. The simplest
solution is when the CAN controller has enough transmission buffers to accommo-
date all the outgoing messages. This solution is possible in cases as in some CAN
controllers the transmission and reception buffers could be as high as 32 and the
CAN device driver can assign ea sh outgoing message a buffer.

However, this is not always possible in current automotive applications where a
relatively large number of buffers must be reserved for messages in order to avoid
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message loss by overwriting. Furthermore, for some ECUs, the number of outgoing
messages load can be very large, such as, for example, gateway ECUs. Besides, in
the development of automotive embedded solutions, the selection of the controller
chip is not always an option and designers should be ready to deal with all possible
HW configurations.

Too overcome these problems solutions exist which give implementation guide-
lines from device drivers, e.g. AUTOSAR CAN driver specification. To overcome
the limited buffer issue these advocate implementing queues in drivers and for pre-
serving the priority order would require that:

e The queue is sorted by message priority (message CAN identifier)

e When a transmission buffer becomes free, the highest priority message in the
queue is immediately extracted and copied in place of emptied buffer.

e If at any time, a new message is placed in the queue, and its priority is higher
than the priority of any message in the transmission buffers, then the lowest
priority message holding a transmission buffer needs to be aborted, placed
back in the queue and the newly en-queued message copied in its place and,

e Messages in the transmission buffers must be sent in order of their CAN iden-
tifiers.

The AUTOSAR transmit request API is a common interface for upper layers to
send messages on the CAN network, see figure 3.1. The upper communication layers
initiate the transmission only via the CAN Interface services without direct access to
the CAN driver. The initiated transmit request is successfully completed, if the CAN
driver could write the message into the CAN hardware. However, if no transmission
buffers were available at the time of initiation, the state of the transmit request
obtains the state "pending" and the message is temporarily stored in the CAN
Interface. When the previous transmission is completed and transmission buffers
are released the subsequent transmit requests are carried out. If no hardware and
also no software buffers are available the transmit request is rejected immediately.

All pending transmit requests are transmitted in priority order, implicitly de-
fined by the CAN ID. The abort of pending messages within the transmit buffers
is necessary to avoid inner priority inversion. The mechanism of the transmit pro-
cessing differs, whether hardware cancellation is supported or not. If the hardware
cancellation is not supported and the message initiated has higher priority and if all
available transmission buffers are busy, this message is delayed until a transmission
buffer is released, this may result in a priority inversion.

However, if the transmit cancellation is supported and used (as this can be
configured to be TURNED OFF in AUTOSAR) at time of a new transmit request
the CAN driver checks for the availability of the transmission buffer. If all buffers
are in use, the CAN ID of the requested message transmission is compared with the
CAN ID of all pending messages in the transmission buffers of CAN controller. If
the requested message transmission has a higher priority compared to the pending
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Figure 3.2: Priority inversion due to copy-time. In state(a) frame with ID=1 gets
released and since it has highest priority the driver decides to remove the lowest
priority frame (/D=2313) from the communication controller. In state(b) the driver
starts to copy frame with ID=1 in place of frame with ID=2313. In state(c), while
driver is copying frame ID=1, the arbitration starts and frame with ID=/ wins the
arbitration and begins to be transmitted. As frame ID=1 has already been released,
we have a priority inversion.

ones, the lowest priority message not under transmission in the transmission buffers
is aborted and the new message is put in the transmission buffers. The message
to be transmitted is stored in the transmit buffers. The CAN Driver confirms the
transmit cancellation by the callback service and passes the old message back to the
CAN Interface’s priority queue, see figure 3.1 for details.

When any of these conditions does not hold, priority inversion occurs and the
worst case timing analysis fails, meaning that the actual worst-case can be larger
than what is predicted by existing analysis. However, a more subtle cause of priority
inversion that may happen even when all the previous conditions are met. This
problem arises because of the necessary finite copy time between the queue and the
transmission buffers.

3.2.2 Implementation overhead(copy-time)

When all the transmission buffers in a CAN controller are filled and a message is
released; assuming the newly released message is of lower priority than the messages
in transmission buffer, then the newly released message waits in the priority queue
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Chapter 3. Schedulability analysis with hardware limitations

for the availability of one transmission buffer. However, if this newly released mes-
sage is of higher priority than those in transmission buffers then - to respect the
highest priority first (HPF) principle underlying CAN - it should be swapped with
the lowest priority message in transmission buffers that is not undergoing transmis-
sion. Moreover, if the bus arbitration starts anytime during the swapping process
(i.e., lower priority message put back in the queue, higher priority message copied
into the freed buffer), it may happen that a lower priority message, be it on the same
station or elsewhere on the network, win the arbitration, as explained in figure 3.2,
resulting in a priority inversion. The priority inversion suffered by the higher prior-
ity messages leads to the increase in the WCRT of those messages and this increase
in WCRT is modeled by a factor called the Additional Delay (AD) in the rest of the
chapter. An example of how AD occurs is shown in figure 3.1.

3.2.3 Single buffer with preemption.

Some CAN controllers have single transmit buffer, see table 3.1, which could be
problematic.This case was discussed first in[Tindell 1994¢|. Suppose on an ECU E;
with single transmission buffer a message, s, arrives at the queue right when mes-
sage ug started its transmission. The message uo will have to wait for message us to
complete its transmission before message 2 can be put in CAN controller transmis-
sion buffer for participation in an arbitration. This is unavoidable and considered as
part of the blocking term B; . The copying of message s into transmission buffer
will start when message us finishes its transmission.

However, if the message copy time message o is larger than the inter-frame
bits (which can be further reduced because of clock skew on the CAN network), a
new transmission of some lower priority message w4 on some other node can start
while po is being copied. While p4 is transmitting, a new higher priority message
piarrives on the same Fp such that priority of p1 > po and the transmission request
of ps is thus aborted.

The message p; can suffer same fate, described above, as that of message po
and thus this priority inversion can happen multiple times, until the highest priority
message from the ECU E1, is written into the buffer and eventually transmitted.

3.2.4 Dual buffer with preemption

In [Meschi 1996] the discussion of the case of single buffer management with pre-
emption was extended to the case of two buffers. Suppose on an ECU FE; with
two transmission buffers a message, s, arrives and is put in a transmission buffer
while message us3 started its transmission from other transmission buffer. Before
the end of transmission for the message 3 another message pp is released. Since
the message p3 is under transmission and hence cannot be aborted, the message po
will have to be aborted from its transmission buffer (since the priority of p1 > us).
However, during the time messages po and p; are being swapped the transmission
of message 3 can end and a lower priority message from some other node can win
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arbitration, resulting in a priority inversion. This priority inversion scenario can re-
peat itself multiple times considering the fact that a new message of higher priority
{uklk < 1} can preempt message ps right before message ujends its transmission,
therefore multiple priority inversions.

It is argued in [Meschi 1996] that the only way to avoid having no buffer avail-
able at the time a new contention starts, which is ultimately the cause of priority
inversion from lower priority messages, is to have at least three buffers available
at the peripheral and sorted for transmission priority according to the priority of
the messages contained in them. However, we will show in this work that such
assumption may not necessarily be true.

3.2.5 FIFO message queue in a CAN driver

The limited number of transmission buffers inside a CAN controller was compen-
sated by idea of using queues inside a CAN device driver to hold frames which did
not find any available transmission buffer. However, these queues might follow FIFO
queuing policy, for its simplicity, ease of implementation, easier queue management.
However, when the queuing policy inside CAN driver is FIFO a higher priority mes-
sage released will have to wait for the lower priority message at the head of the
queue to copy itself first into emptied CAN transmission buffer. This is because
with FIFO queues, preemption of the makes very little sense. In this case, a high
priority message that is en-queued after lower priority messages will wait for the
transmission of all the messages in front of it, see [Davis 2011a|. The delay suffered
by a message in the queue will be directly proportional to the number of message
in front of it in the queue, i.e. the messages en-queued before it. This can results
in a priority inversion, and the substantial increase in the WCRT.

3.2.6 CAN controller message index

Ideally what we would have wanted for these CAN controllers was to transmit ac-
cording to CAN ID. As can be seen in table 3.1 some CAN controllers may not
provide most desirable behavior. These chips provide at least three transmission
buffers (with an exception of Philips SJA1000) and the priority mechanism is inde-
pendent from the CAN ID. This could lead to problem of priority inversion if the
device drivers are not implemented in such a way to overcome this problem. For
example in case of Micro-chip’s MCP2515 assume the 2 buffers are filled with mes-
sages of priority 7 and 8, the CAN controller will assign the index of (11), and (10);
respectively to these message. If a new message of priority 6 is released the indexes
of messages have to be changed such that 6 := (11);,7 := (10)p,8 := (01)p. The
assignment of indexes is not automatic and has to be handled by the device driver,
and if not take care of can result in a priority inversion. For example in case of above
example if the message released in the end ( message of priority 6) were assigned
an index of (01), , it would have suffered priority inversion (as MCP2515 transmits
highest index first). Some what similar issues exist in Freescale MC68HC912, but
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unlike Micro-chip’s MCP2515 it has an 8 bit index.

Moreover,these issue do not occur in Philips SJA1000 CAN controller as it has
only one buffer, but it still retains the limitations of its predecessor, that is, a
single output buffer and hence the susceptibility of priority inversion as discussed in
subsection 3.2.3.

To overcome the issue of priority inversion because of CAN controllers own pri-
ority mechanism a proper care must be taken while implementing the device drivers
to map the CAN ID to CAN controllers indexing and vice-versa, such messages get
transmitted as lowest CAN ID first. Device drivers will also have to consult this
map when placing or aborting a message in the CAN transmission buffers.

3.2.7 Impossibility to cancel message transmissions

In case the message cancellation is not possible, due to CAN controller not support-
ing it or device driving not supporting it, the higher priority messages released on an
ECU may get blocked by the lower priority messages when all the buffers are filled
resulting in a priority inversion [Khan 2011]|. The priority inversion suffered by the
higher priority messages leads to the increase in the WCRT of those messages and
this increase in WCRT is modeled by a factor called the Additional Delay (AD) in
the rest of the chapter. An example of how AD occurs is shown in figure 3.5.

This case arises when pending messages are sorted according to priority in a
single queue. In addition, the transmission buffers cannot be aborted, that is, when
a message is copied into it, the other messages in the queue need to wait for its
transmission. The reason for non-abortion, as mentioned earlier, can be the driver
does not support it or the CAN controller does not support it. In this case, the
behavior is of the system becomes similar to that of a FIFO queue. As the messages
in the priority queue may be blocked by a lower priority message waiting for trans-
mission in the transmission buffers. This type of priority inversion clearly violates
the rules on which were established in subsection 3.2.1.

3.3 System model

We assume a set M of m messages p1, po, ..., thm, where m € N. FEach message
; is characterized by a period T; € RT, an activation jitter .J; € RT, a worst-
case transmission time C; € RT, and a (relative) deadline D; € R, where D; <
T;. Moreover, one defines the maximum copying time CT; for p; as the maximum
between the time needed to copy the message from the queue to the transmission
buffer and the time to copy from the buffer to the queue?. Here, we make the
reasonable assumption that the copy-time is less than the transmission time of the
smallest frame. Furthermore, we are assuming that multiple transmission buffers on

CAN controllers are not occupied by messages of the same priority.

®Both delays could be distinguished but in practice we expect them to be very similar.
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Figure 3.3: Message ; is released while a lower priority frame is being sent (blocking
delay B). The transmission buffers on ECU1 are full, the device driver then aborts
lower priority message p; and copies it into queue taking time CTy. Then p; is
copied into the freed transmission buffer taking time CT;. However, while y; is
being copied the arbitration is lost to message p; and p; suffers an additional delay
of AD = C'T}, + Cj — B as compared to initial B. It should be pointed out that this
additional delay of u; appears as an additional jitter to lower priority message pi.

For notational convenience, we assume that the messages are given in order
of decreasing priority, i.e. p1 has highest priority and p,, has the lowest priority.
Moreover, we assume a set C of n CAN controllers C'Cy, CCy, ..., CC),, wheren € N.
Each CAN controller CC, has a finite number of transmission buffers k. € N.

A total function CC : M — C defines which message is sent by which CAN
controller. The set of messages M, sent by controller C'C.. is defined as

M. ={p e M|CC(n) = CC.}. (3.1)
Similarly, M, defines the set of messages not sent by CC,, i.e.
M, = {p € M|CC(p) # CC.} = M\ M. (3.2)

Let H. be the set of highest priority messages in M. excluding the k. lowest priority
messages. Similarly, let H E, be the set of highest priority messages in M, excluding
the k. —1 lowest priority messages. We use ur,. to denote the lowest priority message
in message set H E., where L. is its priority. Furthermore, we assume that multiple
transmission buffers on CAN controllers are not occupied by messages with the
same priority. The assumption is made that nodes can always fill empty buffers
with ready messages in time for the next arbitration.

The WCRT R; of a message is defined as the maximum possible time taken
by a message to reach the destination CAN controller, starting from the time of
an initiating event responded to by the sending task. A message pu; is said to be
schedulable if and only if its WCRT R; is less than or equal to the message relative

49



Chapter 3. Schedulability analysis with hardware limitations

deadline D; and the system is schedulable if and only if all of the messages are
schedulable.

Priority inversion A message p; on a CAN controller C'C; without abort mech-
anism is said to suffer from priority inversion when u; is released, if all of the k;
transmission buffers are occupied by the messages with lower priority than that of

Hi-

Limited number of buffers For any CAN controller C'C; with k; transmission
buffers the k; lowest priority messages in the message set M; will not suffer any
priority inversion. As a corollary, for any CAN controller CC} with k; transmission
buffers, if the number of messages mapped onto it is less or equal to k; then no
message on C'C; can suffer from priority inversion.

3.4 Response time analysis: abortable case

This section provides the method to compute the worst-case response time of
messages on the CAN network, when priority inversion due to copy-time is con-
sidered. The computed values are then used to check the schedulability of the
system by comparing the WCRTs against the deadlines. The analysis given in
this chapter provides a simple and non-necessary schedulability condition directly
inspired from [Davis 2007]. It assumes no errors on the bus but they can be
included as classically done in [Tindell 1995]. Following the analysis given in
[Tindell 1995, Davis 2007] the worst-case response time can be described as a com-
position of three elements:

1. the queuing jitter J;, the longest time it takes to queue the message starting
from initiating event,

2. the queuing delay w;, the longest time for which a message can remain in the
driver queue or transmission buffers before successful transmission,

3. the worst-case transmission time Cj, the longest time a message can take to
be transmitted.

A bound on the worst-case response time of a message u; is therefore given as:
R, = J;,+w; +C; (33)
The queuing delay w; is composed as follows:

1. blocking delay which is the delay due a lower priority frame that has started
to be transmitted before u; can participate to the arbitration, plus possibly
the time needed to free a buffer on the ECU of y; (see section 3.4.2),

2. the delay due to interference of higher priority messages which may win the
arbitration and transmit one or several times before ;.
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When computing bound on the response times, we can distinguish two cases i)
messages which are safe from priority inversion ii) messages which suffer from prior-
ity inversion and will be swapped with the lowest priority message in transmission
buffers not in transmission.

3.4.1 Case 1: safe from any priority inversion

We note that the higher priority messages on each CAN controller C'C} are more
susceptible to priority inversion than lower priority messages on the same CAN
controller. Indeed, the k; lowest priority messages on C'C; will not suffer from
any priority inversion as not all of the transmission buffers can be occupied by
messages with lower priority than any if these k; messages, thus these messages are
not suffering from any additional delay. However, these messages are still affected by
the additional delay of higher priority messages, as it is seen by them as additional
jitter. For these messages or the CAN controllers which support abort mechanisms,
the worst-case queuing delay, using the model in [Davis 2007], is given by:

T + wl + 7y
witt = max(B;, C;) + Z { et uj)f + T Tbﬁ_‘ Cr (3.4)
Vk<iAuneM k

where Jj, is computed using (3.12) and B; is the maximum blocking time due to
lower priority messages which occurs when a lower priority message of the largest
size has just started to be transmitted when p; arrives, i.e.

B; = C 3.5

‘ Vk>rz£l\?t}:€M{ 3 (3:5)

A suitable starting value for the recurrence relation given above is w? = C;. This

relation keeps on iterating until w?“ = w or J; + w?“ + C; > D;, which is the

case when the message is not schedulable. If the message is schedulable its WCRT
is given by (3.14).

3.4.2 Case 2: messages undergoing priority inversion

Messages not belonging to the k; lowest priority messages can suffer from prior-
ity inversions when all the k; transmission buffers are filled up with lower priority
messages. We consider here the case where the communication driver will abort a
transmission request whenever a message that possesses a higher priority than those
already in the transmission buffers arrives, let’s say u;. Specifically, the CAN driver
will abort the lowest priority message on C'C, not currently under transmission and
start copying p; in place. The swapping of p; will induce some delay and if arbitra-
tion starts during the swapping process a lower priority message than p; may win
arbitration and starts to transmit. This may introduce an additional delay AD; for
w; which is equivalent to the difference between the transmission time of the message
which won arbitration and the original blocking delay B;, plus the time needed to
copy a message from the communication buffer to the queue. The worst-case AD; is
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obtained by taking the maximum of the worst-case transmission times for all values
of k such that 7 < & < j where pu; is the highest priority message of the lowest k;
priority messages on C'Cy:

AD; = 0, C1T, Cy) — B; 3.6
‘ max< {Vkenl\}fi}\(k»}( k) +igll?§j( k) Z> (3:6)
where CT}, is the copy time of the message which is replaced by w;. Then, the
worst-case queuing delay for message p; is given by:

J; + w4 Ty

T; 1C; (3.7)

w'™ = max(B;, C;) + CT; + Z [
Viehp(ui)

where jj is given by (3.12) and B; is given by B;+AD;. A suitable starting value for
the recurrence relation give above is w? = C;. This relationship keeps on iterating
until w?ﬂ =w] or J; + w?ﬂ + C; > D;, which is the case when the message is not
schedulable. And if the message is schedulable its WCRT will be given by (3.3).

3.5 Optimized implementation and case-study

If we accept the overhead of keeping a copy of the messages currently in the trans-
mission buffers in the priority queue, we can suppress an extra copy time and remove
the quantity maxgyyens,|k>i} CTk in (3.6). This can be done by maintaining an ex-
tra status field along with the priority queue. For instance, for the messages in the
transmission buffers this field could be set to one and for the messages in priority
queue but not in any transmission buffer this field could be set to zero. Upon the
successful transmission of a message its corresponding copy along with its status
field will be removed from the priority queue.

Upon a full transmission buffers, for any new message with priority greater than
any message in the transmission buffers, it will be first put in the priority queue
then the status field of message in transmission buffers with lowest priority and not
transmitting will be set to zero. Then the message will over-write the message in
transmission buffer whose field was just set to zero and finally for the message which
replaced the message in the transmission buffer, the status field is set to one. This
procedure will remove the need for swapping which takes more time as compared to
simple overwrite and thus chances of priority inversion are reduced. However, the
downside of this is that we have to re-arrange the priority queue not only each time
a message becomes available but also each time a message is successfully sent by
the station (upon the acknowledgment).

We illustrate the analysis on an typical 125Kbit /s automotive body network. To
generate a realistic test network we used Netcarbench [Braun 2007]. The generated
periodic message sets under study consists of 105 CAN messages mapped over 17
ECUs with deadlines equal to periods and data payload ranging from 1 to 8 bytes.
The total periodic load is equal to 42.04%.
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Figure 3.4: Worst-case response time with and without taking into account priority
inversion. Only frames starting from ID 40 are shown.

Figure 3.4 shows the worst-case response times of the CAN messages with and
without priority inversion. We observe the impact on the WCRT of messages when
priority inversion is taken into account. For instance in figure 3.4, the WCRT for
the message with id 101 raises from 100.8ms without priority inversion to 120ms
(i.e. 19% increase).

3.6 Response time analysis: non-abortable case

This section provides the method to compute the worst-case response time of mes-
sages on the CAN network, when priority inversion due to non-abortion of messages
is considered. The computed values are then used to check the schedulability of
the system by comparing the WCRTs against the deadlines. The analysis given
in this chapter provides a simple and non-necessary schedulability condition di-
rectly inspired from [Davis 2007]. It assumes no errors on the bus but they can
be included as classically done in [Tindell 1995]. Following the analysis given in
[Tindell 1995, Davis 2007| the worst-case response time can be described as a com-
position of three elements:

1. the queuing jitter J;, is the maximum time between a task being released and
a message being queued.
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Figure 3.5: The message p; suffers a priority inversion as, being the highest priority
message, it should have been transmitted earlier than g, and p; sent by nodes
CC), and CCj respectively. This was not possible because here the transmission
request for p1; cannot be aborted on C'Cj and all buffers were full. This results in an
additional delay for message p;and thus increased WCRT as compared to existing
analyses. The arrows indicate the message release times.

2. the queuing delay w;, the longest time for which a message can remain in the
driver queue or transmission buffers before successful transmission,

3. the worst-case transmission time Cj, the longest time a message can take to
be transmitted.

A bound on the worst-case response time of a message p; is therefore given by
equation (3.3)

When computing bound on the response times, we can distinguish three cases
i) messages which are safe from priority inversion ii) messages which suffer from
priority inversion due to non-abortion of the messages in transmission buffers and iii)
message which suffer from priority inversion due to copy-time and message swapping
issue. We are analyzing second case here and the first and third case has been already
analyzed in section 3.4.

3.6.1 Additional Delay

Figure 3.5 illustrates the case in which a message u; sent by CAN controller C'C;
should have been transmitted after B, the blocking time of a lower priority frame.
Here the message j1; blocks j1; due to the non-availability of a transmission buffer in
CCj, which only becomes available after j; finishes its transmission. However, the
message jt; has to wait for the higher priority message pj on CAN controller CC,,
to be transmitted before it can begin its transmission. Therefore, the WCRT for p;
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given by the existing analyses increases by an amount, called the Additional Delay
(AD), which in this example is equivalent to the sum of the worst-case transmission
times of py and p;.

Let p; be a high priority message in M. and let the number of messages in M,
with a lower priority than i be at least k.. Moreover, let p; be the highest priority
message in the C'C, transmission buffers, such that 7 > i (i.e. j is of lower priority
than 7). When all the transmission buffers of C'C, are full, the longest delay for p;
occurs when none of the messages in the transmission buffers of C'C, are currently
being transmitted and p; has to wait until ; has been transmitted for the release of
a buffer on C'C.. Moreover, u; also experiences the normal interference from higher
priority messages sent by CAN controllers other than CC..

Algorithm 3 Algorithm for finding additional delay and additional jitter. The
inputs to the algorithm are the number of CAN controllers (c), the number of
transmission buffers on each CAN controller ¢ (k.), and the set of all messages on
the CAN network (M). The algorithm returns the additional delay and additional
jitter for all messages.
Input: ¢, k={kl=1...¢}, M
Output: AD = {AD;|i =1...size(M)},J = {Jili =1...size(M)}
AD =0 //initialization of AD for all messages
J = J //initialization of AJ for all messages
for each CCi|l € {1,2...,c}

K = size(M;) //size(M;) returns # of messages in M;

Hy = {Vu; € M|CC(u;) ==1 N i < K — k;} //set of messages with AD

if K <k; //more buffers available than the # of messages

AD =0
else
HE; = {VYp; € M|CC(p;) ==1 Ni < K —Fk;+1} //message set H; including

229
compute RV p; € HE; //using equations (3.8 & 3.10)
Vi €< Hy find AD; //using equation (3.11)
Y i €< Hy find J; = J; + AJ; //using equations (3.12 & 3.13)
end
end

return(AD and J)

Before transmission (i.e. when p; is in the CAN controller transmission buffer
blocking 1), pj can be directly blocked by at most one message pi; with I > j
sent by another CAN controller, or alternatively, subject to indirect or push-through
blocking due to at most one message py; with [; > j sent by the same CAN controller.
Similarly, 41; can experience interference from higher priority messages 5, with h; <
J. Message p; cannot experience direct interference from higher priority messages
pn; with hj < j on controller CC,, because p; is the highest priority message in
the transmission buffers of CC, and p; cannot be aborted. However, such messages
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could if transmitted prior to the time at which p; fills the buffer, cause indirect
interference by delaying the transmission of higher priority messages sent by other
nodes, which then increases the time taken for message p1; to be sent. To account
for this indirect interference, we first include messages pj,; with hj < j on controller
CC, in the fixed point calculation of the queuing delay, so that the correct amount
of interference is obtained for messages from other nodes. Later, when computing
the additional jitter, we subtract out the interference from the messages sent by
controller C'C.. as these transmissions cannot occur after p; fills the transmission
buffer.

Therefore the time duration for which p; has to wait depends on the response
time of p;, called the modified response time* and denoted by R? for pj and com-
puted as follows

Ji + W07 + Thi
?f};“rl = maX(Bj, Cj) + Z |7T—JZ Cy (3.8)
Vi€ MAL<j k

where B; is the maximum blocking time of message u; given by:
Bj = max{0, max{Cy|k > i}}. (3.9)

Where Jj, is the jitter® of higher priority messages computed using equation (3.12)
by algorithm 3. A suitable starting value for the recurrence relation given in equa-
tion (3.8) is u?? = B;. This relationship keeps on iterating until wy“ = W} or
12)?“ + C; > Dj, which is the case when p; is not schedulable. The modified
WCRT of p; is given by:

R; =w; + C; (3.10)

There are some aspects that need to be taken into account in order to determine
the additional delay experienced by u;, due to the non-availability of a transmission
buffer. First, the jitter J; of u; should not be accounted for in the modified WCRT
R} of pj, because that is irrelevant for the delay of p; as p; is already in the
transmission buffer.

Second, because the interference of messages pp,, with 1 < h; < 7 will re-appear
when we compute the worst-case response time of u;, we have to subtract this
interference from R7, in order to prevent the double inclusion of interference from
the messages pp, with 1 < h; < i sent by other CAN controllers (i.e. M.).

The additional delay AD; of u;, due non-availability of transmission buffer, is
therefore found by subtracting the interference of the messages pp, with 1 < h; <1

“The modified response time of message u; is not its actual response time because the message
jitter is missing.

To begin with Jy = J for all messages, in order to find the first value of AD;. After computing
AD;, it will appear as jitter to all messages {ux|k > i} necessitating recalculation of AD;, which
is done iteratively until it does not change any more or a message becomes unschedulable, found
using algorithm 3.
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a1

pr |

Priority

Time

Figure 3.6: Example of how the WCRT of a lower priority message us is affected by
the additional jitter caused by priority inversion that is suffered by a higher priority
message [i1.

and fp, with 1 < hy < j contained in R7, i.e.

AD; = max
Vk>iA p,€ HE,
" R*—Ck‘i‘jhi"i‘Tb'
m-y |Gt g,
) — h;
lghi<l/\uhi€MC
R: —Cp+ J ;
Thk
lghk<k/\,uhk€Mc

The reason for taking max in equation (3.11) is that the additional delay for the
message u; can be due to each message pur € HE,. where 1 < k < L., and it may
be different due to each of these messages. Moreover, for all messages piy, such that
i < k < L., having similar higher priority interference to that of ur, (i.e. Rj —Cj
is equal to R} — Cr,) the worst-case ADj; is obtained by taking into account the
message [t with the largest worst-case transmission time (i.e. C > Cpr.), as py will
give more additional delay than pr,.. Thus taking the maximum over all messages
which could block p; enables us to find the message uy with ¢ < k < L. which gives
the worst-case additional delay to u;. The algorithm to find the additional delay is
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ri aQ; a;
l J: l AJ:
< ! > Ji

Figure 3.7: The time line of message p; from its initiating event until it is able to

participate in bus arbitration.

described in algorithm 3. The algorithm will keep on iterating until AD converges
or it is greater than the deadline, i.e. WCRT of the message becomes greater than
its deadline (in which case the message set is not schedulable).

3.6.2 Additional Jitter

The release jitter (J;) is defined traditionally as the time interval between the oc-
currence of an event that will trigger sending of the message (r;) and placing the
message in a transmission queue (@) or a transmission buffer. However, with non-
abortable transmit buffers, priority inversion occurs, and the message p; triggered
by the event at r; is not able to participate in arbitration until the time a;, as it
may be blocked by messages with lower priority than i. Therefore, the messages on
other nodes see the interference of p; after time a; and the jitter of this message is
not limited to J;. Instead, the total jitter seen for u;, by the messages with lower
priority than the priority of u;, is given by:

jl' = J, + AJ; (3.12)

where AJ; is the time u; has to wait for the buffer to be emptied, see figure 3.7.
Where A.J; is computed as:

AJ; = max
VE>iA pp€HE.
X R} — Cy + Jny, + Toit
(Ri— Y R Ch) (3.13)
1<hy<kApp, €M hie

where R, is found using equation (3.10). Note that interference from higher priority
messages sent by the same node is subtracted out, as this interference cannot occur
after message uy has filled the transmit buffer. The above equation upper bounds
the amount of time that a message pj can spend in a transmit buffer, with all other
buffers filled by lower priority messages; hence it upper bounds the additional delay
caused by message ;. on message fi;

Example Consider a system of two CAN controllers CC; and CCs with 5 messages,
as described in table 3.2. Let C'C have a single transmission buffer and let C'Cy
have an unlimited number of transmission buffers. Assume that ps is in the buffer
of CC' and py is released along with all other messages at time ¢t = 0, see figure 3.6.
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3.6. Response time analysis: non-abortable case

Table 3.2: Characteristics of messages.
Frames | CAN controller ‘ T ‘ J ‘ C ‘

1251 CCl 5C 0 C
12 CCQ 6C 0 C
M3 CCQ 6C | 0| C
[ia CCy 60 |0 C
15 cC, iwololc

Since C'C has a single buffer, p; is blocked until p5 releases the buffer at time ¢ = 4.
The messages with lower priority than that of p; on C'Cy are not aware of release at
t = 0 of w1, as they do not see it participating in arbitration from ¢ = 0 to a; when
it occupies the buffer in C'Cy. Once py is in the buffer it is able to participate in
arbitration at time ¢ = 4 and wins. The release of the second instance of message p5
suffers interference from two instances of message 1, between time ¢t = 4 and ¢t = 6.
The inter-arrival time expected for p; was 5C', however, because p; suffered an
additional delay of 4C' due to priority inversion, the interval between two instances
of message 1 being sent on the bus is reduced to 1C'. The additional delay suffered
by w1 is seen as a jitter of 4C by us. The WCRT of us given by existing analyses is
5C', but if we include the jitter of 4C for p; we obtain the WCRT of 6C for us as
seen in figure 3.6.

3.6.3 Response time analysis

This section provides a method for computing the worst-case response time of mes-
sages on the CAN network. The computed values are then used to check the schedu-
lability of the system by comparing the WCRTSs against the message deadlines. The
analysis given in this section provides a simple and non-necessary schedulability
condition directly inspired by [Davis 2007]. It assumes no errors on the bus but
they can be included as done in |[Tindell 1995|. Following the analyses given in
[Tindell 1995, Davis 2007| the worst-case response time can be described as a com-
position of three elements:

1. the queuing jitter J;, is the maximum time between the sending task being
released and a message being queued.

2. the queuing delay wj;, is the longest time for which a message can remain in
the device driver queue or transmission buffers before successful transmission,

3. the worst-case transmission time C}, is the longest time a message can take to
be transmitted.

A bound on the worst-case response time of a message p; is therefore given by:

Ri=J;i+w; +C; (3.14)
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1 1 1 1 1 1 1 1 T T T T T T T T
—B—WCRT analysis with priority inversion (Di Natale)
—k—using WCRT analysis of this paper
—£— WCRT analysis without priority inversion

Figure 3.8: This figure shows the WCRT of messages from SAE benchmark
computed using analysis which does not account for priority inversion, analysis
in [Natale 2006] and the analysis developed in this section. Our analysis assumes
each CAN controller has 3 transmission buffers. Some of the messages have lower
WCRT with Di Natale’s analysis (for example IDs 13, 15 and 17) because the equa-
tion used in [Natale 2006] to compute the WCET is slightly different.

The queuing delay w;is composed of:

1. blocking delay® B;, is either the delay B; due to the non-preemptivity of lower
priority messages in transmission when p; was ready for arbitration or the
additional delay AD;, computed using equation (3.11), due to the priority
inversion i.e.

Bi = max(max(Bi, 02)7 ADZ) (315)

2. the delay due to interference of higher priority messages which may win arbi-
tration and be transmitted before p;.

3.6.3.1 Case 3: not safe from priority inversion

Once we have the additional delay of message p;, susceptible to priority inversion,
we can compute its WCRT. The worst-case queuing delay for message p; is given
by:

®The additional delay AD; of a message j; appears as an additional blocking delay due to
messages with lower priority than that of ;.
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100 T T T T T T T
gk | 16 buffers _paEe
80 —©—without buffer constraints

——20 buffers
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Figure 3.9: WCRT on a typical 125 kbits/s automotive body network (assuming each
CAN controller has 12, 16 and 20 transmission buffers and cancellation of transmit
request is not possible) computed using analysis which does not account for priority
inversion (lower curve) and analysis developed in this section (section 3.6.3.1).

. J n :
witt = B; + Z I Wi T Thit Cy (3.16)
: Ty
Vk<iApreM

where Jj, is computed using (3.12) and B; is computed using (3.15). A suitable
starting value for the recurrence relation given above is w? = C; + AD;. This
relation keeps on iterating until w?“ = w or J; + w?“ + C; > D,;, which is the
case when the message is not schedulable. If the message is schedulable its WCRT
is given by (3.14).

However, as we established in section 3.6.2 the computed additional jitter for pu;
now impacts all the messages with lower priority than ¢ and therefore we have to
re-compute the WCRT for all lower priority messages as well.

The process used to re-compute WCRT for the messages remains the same as
described in sections 3.4.1 and 3.6.3.1. A simple procedure is used to find the WCRT
by computing additional delay first (for all messages susceptible to priority inversion)
and then computing the WCRT for all of the messages, as shown in algorithm 4.

Example In section 3.6.2 we showed, with the aid of an example, how the addi-
tional delay of a message manifests itself as a jitter for lower priority messages and

"It is important to note that the additional delays effectively increase the jitter of affected
messages, and this then leads to higher interference and a larger computed response time. However,
in practice, the messages cannot obtain their maximum jitter (additional delays) all at the same
time and therefore the analysis can be pessimistic. An improvement to the analysis is to upper
bound the WCRT by the longest busy period at the lowest priority level, since no response time
can be larger than that with any non-idling policy.
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how existing analyses fail to integrate the same. We return to the same example
to illustrate how the analysis developed in this section integrates the additional de-
lay and the additional jitter. The message pp is blocked by us and therefore the
additional delay for pp calculated using equation (3.11) is 4C. The WCRT for 1
computed by equation (3.16) is 5C. Similarly, the WCRT of message p5 when com-
puted using equation (3.4) (by accounting for the additional jitter of message 1)
is 6C', which can be verified from figure 3.6.

We observe that the existing priority assignment algorithms, see [Davis 2011b],
may not be optimal in this case as they require that the relative order among the
higher priority messages does not matter while assigning priorities to lower priority
messages. However, such a condition is not satisfied, for the scenario discussed in
section 3.6.3.1, as the order among the higher priority messages may impact their
additional delay, i.e. the jitter J seen by lower priority messages, thus have an
impact on the response time of lower priority messages.

Algorithm 4 Algorithm for finding WCRT. The inputs to the algorithm are the
number of CAN controllers (c¢), the number of transmission buffers on each CAN
controller ¢ (i.e. k), and the set of all messages on the CAN network (M). The
algorithm returns the WCRT of message set.
Input: ¢, k={kjl=1...¢}, M
Output: WCRT of message set M
AD, AD°? = ( // initialization of AD for all messages
ADneU) — C
J=J // initialization of jitter for all messages
while(AD™%not equal to AD?)
ADold — ADnew
Compute J, AD™¥ via algorithm 3
if (AD™" is greater than deadlines)
return(unschedulable)
end
end
AD = AD"™e%
if (J + w" ™ + C < D) //for case 1 and case 2 using equations (3.14, 3.4 & 3.16)
return(.J +w"t 4+ C)
else

return(unschedulable)
end

3.7 Comparative Evaluation

The analysis developed in section 3.6.3.1 is compared against the existing anal-
yses which do not account for priority inversion, and the analysis developed
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in [Natale 2006] which accounts for priority inversion. The case-study assumes 3
or more transmission buffers on each CAN controller, with non-abortable transmis-
sion requests.

3.7.1 SAE benchmark

The evaluation of the analysis developed in section 3.6.3.1 is done by comparing
against SAE benchmark results published in [Natale 2006] and in [Tindell 1994b)].
The SAE benchmark, see [Tindell 1994b, Natale 2006| for details, describes a mes-
sage set mapped on to seven different CAN controllers in a prototype car and the
requirements for the schedulability of the messages. The network connecting the
car subsystems handles 53 periodic and sporadic real-time signals. The signals have
been grouped and the entire set has been reduced to 17 messages (for details, refer
to [Tindell 1994b]). To analyse the schedulability of the message set at 250 kbps we
compute the worst-case transmission time for this bus-speed, which for consistency
is computed as in [Natale 2006]. The results of the comparative WCRT analyses
have been depicted in figure 3.8. The message set is schedulable with the analysis
given in [Natale 2006] and with the analysis provided in section 3.6.3.1. However, a
significant difference in the response time computed by the analysis in section 3.6.3.1
and the analysis in [Natale 2006] can be observed in figure 3.8. The reason for such
a difference is that the analysis in [Natale 2006] does not consider the number of
transmission buffers and computes the additional delay of the messages using the
lowest priority message from the message set mapped onto that CAN controller, thus
resulting in a pessimistic WCRT. Moreover, it has been established in [Khan 2010]
and [Khan 2011] that the number of transmission buffers does have an effect on the
WCRT. Applying the criteria developed for priority inversion in section 3.6.3.1 we
find only one message in the benchmark may suffer from priority inversion (ID = 1),
since there is only one CAN controller that has more than three messages mapped to
it (see message mapping details in [Natale 2006]). Thus, the WCRT only increases
for the message with 1D = 1 as the rest of the messages are safe from priority
inversion and they only take into account the additional jitter of the message with
ID = 1. The worst-case of message ID = 1 is when the transmission buffers are
filled with messages of ID = 8,12,15. The first message to transmit from the
buffers is then ID = 8, which contributes towards the worst-case additional delay
for message ID = 1, as in the worst-case it may have to wait for higher priority
messages from other CAN controllers to be transmitted first (i.e. ID =2,3,4,5,6,7
contribute additional delay, computed using equation (3.11)).

3.7.2 Automotive body network

The limitation of the SAE benchmark is that it is outdated with respect to cur-
rent in-vehicle systems. Moreover, the SAE benchmark has only one node with
more than 3 messages mapped onto it, thus making it difficult to compare the
analyses. Therefore, we illustrate the new analysis on an typical 125Kbit/s auto-
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Figure 3.10: Figure showing number of messages mapped onto each CAN controller.
The CAN controllers with more messages than the number of transmission buffers
are susceptible to priority inversion.

motive body network. To generate a realistic test configuration we used the Net-
carbench [Braun 2007] benchmark generator. The generated periodic message set
under study consists of 79 CAN messages mapped over 17 ECUs with deadlines
equal to periods and data payload ranging from 1 to 8 bytes. The total periodic
load is equal to 64.26%. Figure 3.10 shows the message load distribution over the
ECUs highlighting the ECUs with more than three messages susceptible to priority
inversion, in the case where each node has three buffers. Figure 3.9 shows the worst-
case response time of the CAN messages with and without priority inversion. We
observe the impact on the WCRT of messages when priority inversion is taken into
account. For instance, the message set is unschedulable when 3 transmission buffers
per node is considered. Moreover, in figure 3.9, the WCRT for the message with
ID=32 when considering 12 transmission buffers raises from 30.64ms without prior-
ity inversion to 66.29ms. The underlying reason for such an increase in the WCRT
is the additional delay of 19.46ms encountered by frame ID=32. This is because the
frame which is blocking message ID=32 in the worst-case scenario has ID=69 and
the number of frames on other ECUs having ID between ID=69 and ID=32 is 27.
Therefore, in the worst-case additional delay scenario, 27 messages may be trans-
mitted before message ID=69 could be transmitted and then subsequently release
the buffer for message ID=32.

We also note that the choice of priorities greatly influences the amount of ad-
ditional delay. For example, if the priorities were such that the message blocking
the message with ID=32 in worst-case had ID=44, then the number of messages
on other ECUs blocking message ID=32 would have been reduced to 10 from 27,
resulting in a smaller additional delay.
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3.8 Summary

The aim of the chapter is to understand and analyze the consequences of architec-
tural limitations in CAN. The chapter provides a model of schedulability analysis for
CAN controllers when finite copy-time of messages is considered and when the trans-
mission buffers can not be aborted. The model developed in this chapter provides
very important understanding of the consequences due architectural limitations in
CAN. Here, we derive a more realistic response time analysis in the typical case
where controllers have three or more transmission buffers and the ability to cancel
transmission requests is absent. This analysis is of particular interest to automotive
sector where multiple Tier 1 suppliers provide ready to use ECUs in an automobile.
And the lack of knowledge at system design level about the limitations of CAN
controller used or device driver provided by tier 1 suppliers can have serious conse-
quences. A first follow-up to this work is to come up with an analysis valid in the
arbitrary deadline case. Another direct follow-up to this study is to investigate the
case where, due to a larger message copy time, the nodes are not always able to fill
empty buffers with ready messages in time for the next arbitration. As seen in case
study of section 3.4 the implementation quality and the architecture of the CAN
device driver can have consequences on the WCRT of messages and we provide the
some guidelines to avoid the same. Also, as seen in the case-study of section 3.6 the
choice of priorities has an effect such that the additional delay gets reduced,therefore
as a future work we will study the priority mapping schemes which could reduce the
amount of additional delay in case a message suffers from priority inversion. Also,
we will study the choice of offsets on ECUs so that messages are not released at the
very same moment, to reduce the chances of priority inversion in a CAN controller.
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In this chapter we present a novel analysis for complex real-time systems in-
volving component-based design and abstraction models. The abstraction that we
develop allows us to analyze the system having mixed components (i.e., both deter-

ministic and probabilistic components). The deterministic and probabilistic models
of the components are abstracted through the interfaces based on the curves hav-
ing probabilistic bounds associated with them. The resulting component framework

allows us to analyze the mixed (probabilistic and deterministic) component system.
The probabilistic bound of the interface (abstracted by curves) allows us to differen-
tiate between real-time guarantees (such as hard and soft) in the analysis (based on
the safety requirements and system specifications). In the end we present a test case

to show how the proposed analysis framework can be used to address the different

safety requirements while modeling the real-time systems.




Chapter 4. Probabilistic Analysis for Component-Based Embedded
Systems

4.1 Introduction

The ECUs in an automotive systems are embedded and interacting with the physical
system, forming the a system of complex nature. Moreover, with the proliferation of
ECUs in automobiles, the complexity of the automotive embedded systems (AESSs)
has risen to the level never considered before, mostly because of the complex nature
of operational environment and the large number of elements, exploiting functional
and non-functional aspects, which compose the systems. The complexity of AESs
necessitates the advanced design and analysis methods to assure temporal require-
ments. The complexity is, therefore, a key reason for finding the alternative and
efficient abstractions of AESs. The abstraction frameworks have been applied with
the purpose of analyzing complex real-time systems (such as AESs) and their timing
requirements [Chakraborty 2003, Shin 2003, Mok 2001]. Besides the abstractions,
component-based design has been widely accepted as an approach to facilitate the
design of complex real-time systems [Lorente 2006, Shin 2004b]. It provides means
for decomposing a complex system into simpler components, thus simpler design
problems. The components are then composed into a system using interfaces. The
composition through the interface guarantees that the analysis performed at the
component level holds for the system as well, i.e. when a system is composable.
Simply put, the component interfaces abstract the component-level timing require-
ments and allow to check compliance to non-functional constraints of systems at
composition time. However, such abstractions work for deterministic systems or the
systems where we have all the modeling parameters (such execution time, periods
etc) available, in order to be able to analyze the system. Which is not necessarily
true at the beginning of the automotive developmental life cycle. Since, all we may
have at the early stage of development is the timing budget provided by the OEMs
formed by decomposing the end-to-end latency. Therefore, we need an analysis
framework which can handle complexity, in terms of lack of modeling data, such
that it allows the designer to do better dimensioning of the systems.

The basic rationale for performing the probabilistic analysis of real systems
is that it is difficult to provide hard real time guarantees, since the neither the
behavior of the design nor the hardware components can be completely guaran-
teed [Hansson 2002]. Nevertheless, the timing analysis of such systems has been ex-
tensively studied by considering worst-case values that induce a certain pessimism,
like over dimensioning of the system, which cannot be afforded in automotive do-
main. Another rationale to be considered is that the hardware and software elements
composing RTSs may usually experience or exhibit some randomness. For example
failures due to Electro Magnetic Interference (EMTI), aging of hardware components,
probabilistic execution times, and choices in randomized algorithms. Due to these
reasons, establishing the temporal correctness, the composability and the scalability
of these systems under all circumstances is usually expensive, thus impractical. For
these cases other approaches could be taken into account such as the probabilistic
approaches. Moreover, the unreliable nature of the system environment and the
system elements may pose a serious problem in safety critical applications, such as
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those in applications for space, military, automotive and medicine. The perform-
ing probabilistic analysis become more useful as the quantification of these measures
(safety, reliability) given by various standard is done through probabilistic threshold
values. Thus developing a component probabilistic analysis framework serves the
purpose of reducing system complexity and being able to perform better dimension-
ing of the system, when not a lot of modeling data is available. Such an approach
is very interesting, as well, as it ensures refined results as we refine the modeling
data (as and when it become available), without having to make any changes to the
analysis framework.

4.1.1 Deterministic component models

A component-based view of real-time systems is defined such that each sys-
tem element can be modeled as a component [Chakraborty 2003, Shin 2004b,
Easwaran 2006, Lorente 2006]. The component interface describes how the com-
ponent relates to other components as well as the environment in terms of in-
puts/outputs [de Alfaro 2001, de Alfaro 2005]. In particular, real-time interfaces
codes the timing requirements of the component [Shin 2008a, Wandeler 2005|. There
are various techniques which have been developed. However, here we are inter-
ested in the real-time calculus (RTC) [Thiele 2000], derived from network calculus
[Le Boudec 2001]. Which is a worst-case analysis framework for real-time systems
based on deterministic bounds. The bounds model the system timing behavior.
The RTC allows event occurrences to be related to the passage of quantitative
deterministic time: non-deterministic decisions can be taken throughout bound-
ing curves. The RTC supports component-based design and analysis of real-time
systems; where the schedulability analysis is carried out at design time through
real-time interfaces [Thiele 2006, Wandeler 2006a]. Where as the Component de-
sign paradigm [Shin 2004a, Shin 2008b]| provides the mechanism to compose large
and complex real-time systems from independent sub-systems.

4.1.2 Probabilistic analysis of real-time systems

The probabilistic approach [Burns 2003] allows probabilistic choices to be defined,
rather than the simple deterministic/non-deterministic choices. Consequently, there
is the need to extend abstractions and classical analysis methods in terms of prob-
abilistic parameters and bounds, i.e., a resource curve and a probability associ-
ated representing a bound to the resource provided and the probability that the
curve bounds the resource actually provided, respectively. The probabilistic anal-
ysis does not introduce any worst-case or restrictive assumptions into the real-time
analysis and its applicable to general priority-driven systems. The probabilistic
models of real-time systems consider the systems to have at least one parame-
ter described by a random variable. Among the studies in this area, we men-
tion [Navet 2000, Navet 1998, Lopez 2008, Zeng 2009, Diaz 2002, Cucu 2006|, which
tackle with different random parameters of real-time systems.

69



Chapter 4. Probabilistic Analysis for Component-Based Embedded
Systems

In this chapter we apply the probabilistic model to abstract the curves, which
defines the interface of a components. Where the curves represent the cumulative
amount of work to be performed or cumulative processing power available. The ab-
straction of curves have been performed made with the stochastic network calculus
[Jiang 2006]|. However, the stochastic network calculus does not provide information
for real-time analysis or any guarantees as such. Moreover, In [Santinelli 2011] au-
thors have developed a probabilistic extension to the real-time calculus [Thiele 2000],
for performing schedulability analysis of real-time systems (considering the execu-
tion time and period to be random). The work in [Santinelli 2011] was done in
parallel with the work presented in this chapter. In comparison to [Santinelli 2011],
this work develops the theory for task arrival characterization based on probabilis-
tic model of aperiodic arrivals. Moreover, this work introduces the concept of
a probabilistic interface and then developing compositional framework thereafter.
In [Santinelli 2011], the probabilistic bounds are modeled as functions and requires
convolution operation to find the residual probabilities. In comparison this work
models the probabilistic bounds as simple values which are easy to compute using
simple arithmetic operations. Besides, in this work we show how to find under-
lying distribution of a process and then how to get curves from that. This work
also differs by the introduction/integration of safety levels into the compositional
framework developed.

4.1.3 Safety critical systems

The proliferation of critical embedded systems has an impact on the safety, as these
systems inherit the safety properties of the mechanical system being replaced (for
example, brake-by-wire). Moreover, such a proliferation has resulted in the increased
sophistication, heterogeneity and complexity in the networks, besides increasing the
levels of subsystem integration. Therefore, there is a growing need to ensure that
AESs have reliability, availability and safety guarantees during normal operation
or at critical instances (e.g. airbags during collision), despite of being in harsh
environment with heat, humidity, vibration, electro-static discharge (ESD) and
electro-magnetic interference (EMI). There are several well-established standards
that provide guidelines and requirements for safety-critical systems. Among these
standards, standards such as I EC'61508 (industrial systems), DO —178B (aircrafts)
and FN50128/9 (railway transportation systems), assign a criticality level to a cer-
tain function/system based on the severity of a failure. The level of safety required
depends on the criticality of the function to be performed by the system/function
or a certain reliability expected from the system, expressed as a maximum proba-
bility of critical failure per hour. This safety level must be guaranteed in-order to
be classified as the system of that guaranteed safety-level. We will illustrate how
these reliability levels can be handled and verified with the framework developed
in this chapter and this will be illustrated with the Safety Integrity Levels (SIL),
defined in IEC61508. In this chapter, we use SIL which assigns the probability of
failure on demand to each level of criticality; this probability is used as a threshold
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alA
Q

Figure 4.1: Example of a component with input curves such that the amount of
work to do represented is by « and the amount of service available is represented by
B. Similarly, for the output curves the remaining service is represented by 8’ and
the output workload for subsequent component is represented by o/ .

probability and will be simply called probability bound in the rest of the chapter!.

Contribution of the chapter. In this chapter we develop a component based
probabilistic analysis framework for analyzing complex AESs. The framework is
based on the development of a probabilistic real-time calculus. The approach is
based on the probabilistic bounds on the resource provisioning and resource de-
mands for a generic real-time system. We then define a probabilistic component, in
terms of its probabilistic interface, showing the conditions that are necessary for the
composition of probabilistic components (composability). We then introduce the
notion of safety with the probabilistic bounds. This provides a mechanism to in-
clude the safety standards into the developed analysis, in order to provide guarantees
on the timing constraints of each real-time component and consequently the whole
real-time system, in an safety critical paradigm. Finally, we also give the schedu-
lability conditions for the probabilistic RT'S. We also demonstrate the usefulness of
our framework by co-analyzing a system with both probabilistic and deterministic
properties, which may be true in large diverse systems.

4.2 Component model

The component-based view of real-time systems models each system element as a
component |Lorente 2006, Shin 2003], and the component interface describes how

!This approach remains valid for other safety critical standards as well, and hence can be used
with them.
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the component relates to the other components and the environment in terms of
functional and non-functional aspects. The behavior of a component can be mod-
eled in terms of arrival and service curves which respectively abstract the resource
demand and the resource provisioning for that component in the interval domain
[Thiele 2000]. The figure 4.1 shows a generic component with the input and output
curves (on an interface of the component). The component may not necessarily
have an output workload curves (i.e. no interface on that side), i.e. o/, when the
component does not generate any resulting events against the input events, for ex-
ample in a component abstracting a task which consumes the event but does not
generate an output event on a processing element. However, we can have output
workload curves, for example, in case of component abstracting a communication
resource which process an input event and then transmits an output event for the
subsequent component. We also assume that the output events abstracted by resid-
ual arrival curves o/ are of same size (unit size) as that of input events abstracted
input arrival curves, which can be easily generalized to arbitrary choices as is done
in [Chakraborty 2003]. The relationship between «, 3, o/ and 3’ depends on the
internal semantics of the component. For a generalized embedded system we assume
that a component abstracts a task which is activated by an event and greedily con-
sume the resource [Chakraborty 2003, Chokshi 2008|. We assume that the internal
semantics of the component does not introduce any random behavior.

The concept of arrival and service functions come for network calculus and can
be formalized as [Le Boudec 2001]:

Consider a function f: R — R J{+o0} such that f(¢) represents the amount
of cumulative workload or service (available or requested) at given point of a com-
ponent in the time interval [0,¢). The system is considered to be empty at ¢ = 0.
Therefore, f(t) is a non-decreasing function of ¢ with f(¢) =0 for ¢ < 0.

Definition We define F as the set of all cumulative non-decreasing functions such
that F = {f : f(tl) > f(tg), if t1 > t2,and f(t) =0,Vt < 0}

Therefore, if R and C represent cumulative arrivals and cumulative service functions
respectively then R,C € F.

4.2.1 Workload model

We model aperiodic events with a stochastic process which counts the number of
aperiodic events arrivals in a time interval. Let X be the cumulative distribution
function (CDF) of the stochastic process which counts/gives the number of arrivals
in the time interval [0,¢). Following definitions follow from the work presented in
chapter 2. Where we modeled the aperiodic traffic as arrival curves. However, here
we extend the definitions to introduce two classes of the curves. Which are upper
and lower binding the aperiodic arrivals.

Definition |[Upper cumulative arrival function| The “largest ” cumulative function
R* € F such that R(t)" = sup{R(t)|P[X(t) > R(t)] < Q}.
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Where () is a probability bound guaranteeing that CDF X gives higher cumulative
arrivals with a probability of 2.

Definition [Upper arrival curve| Given a non-decreasing non-negative request curve
a¥ we say that R* is constrained by o* if and only if for all s < ¢: R (t) — RT(s) <
at(t — s).

Therefore, we can say R™ has o* as an arrival curve.

Definition |[Lower cumulative arrival function| The “smallest ” cumulative function

R~ € F such that R(¢t)~ = inf{R(t)|P[X(t) < R(t)] < Q} 2.

Definition [Lower arrival curve| Given a non-decreasing non-negative request curve
ol we say that R~ is constrained by ! if and only if for all s < t: R™(t) — R=(s) <
al(t —s).

Therefore, we can say R~ has o! as an arrival curve. The tuple a(A) =
[a*(A), o' (A)] of upper and lower arrival curves provides an arrival curve model,
representing all possible curves of an event stream, where A is a time interval.
Thus, for a time interval A we are guaranteeing the maximum arrivals of a* and
the minimum arrivals of o.

The probabilistic arrival curve at an interface of a component is represented by
the couple ( curve, probability bound ), such as v = (a,Q), as the curve « and
its probabilistic bound 2. The probability value €2 = 0 for a curve represents the
deterministic case or true bound. The process of finding the underlying distribution
and finding the probabilistically bound function, such as R(t), has been explained
earlier in chapter 2 (same is true for C'(¢) in resource model).

4.2.2 Resource model

The probabilistic service (resource) is modeled by a stochastic process having CDF
Y, which gives the amount of service available in the time interval [0, ).

Definition [Upper cumulative resource function]| The “largest ” cumulative function
C™* € F such that C(t)" =sup{C(#)|P[Y(t) < C(t)] < A}.

Where A is a probability bound guaranteeing that CDF Y gives lower cumulative
arrivals with a probability of A.

Definition |[Upper resource curve| Given a non-decreasing non-negative resource
curve 8% we say that CT is constrained by B“ if and only if for all s < t: CT(t) —
Ct(s) < Bt — s).

Therefore, we can say C* has S as an resource curve.

*where R™(t) is found from Complementary Cumulative Distribution Function (CCDF), where
CCDF is defined as: X.(t) = P[X(t) < R(t)] =1 — X (¢).
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Definition |[Lower cumulative resource function| The “smallest ” cumulative func-

tion C~ € F such that C(t)~ = inf{C(¢)|P[Y (t) > C(t)] < A}.

Definition |[Lower resource curve| Given a non-decreasing non-negative request
curve ! we say that C~ is constrained by A if and only if for all s < ¢
C=(t) —C—(s) < Bt — s).

Therefore, we can say C~ has ' as an arrival curve. The tuple B(A) =
[B%(A), B'(A)] of upper and lower resource curves provides an resource curve model,
representing all possible resource curves, where A is a time interval. Thus, for a
time interval A we are guaranteeing the maximum resource of 8% and the minimum
resource of . The probabilistic service curve is represented by the couple curve
and probabilistic bound as, n = (5,A). The probability value A = 0 for a curve
represents the deterministic case or true bound.

4.2.3 Residual workload and resources

The figure 4.1 shows a component whose input interface is defined by the curves
« and 3, entering the component. The component processes workload « using
the available resource S. The components generates the outputs, after processing
inputs, on the output interfaces of the component. The resulting output curves are
described by o’ and 3’ (also called residual curves), The residual service 3’ is the
remaining service, i.e. service remaining from [ after serving the component. While
as the residual arrival curve o/ may not be necessarily present in a component,
for example in a component which does not generate any output events against the
input events. However, if a component is abstracting a task which greedily consumes
the resource and generates output events against the input arrivals, we will abstract
the residual arrival curves of such a component with o’ [Chakraborty 2003].

Therefore, given the probabilistic arrival curves and resource processing this
request, we can find then residual arrival curve (o/, Q') and residual resource curve
(B', A"y of the processing component as [Chakraborty 2003]:

o!(8) = min{_inf {sup{a’(u-+0v) = 3" ()} + H(A - ) B} (41

o"(A) = min{sup{ _inf  {a"(u) + B (v + A —u)} — Bl(v), B (A)}}.  (42)

>0 0<u<A+v

gh(A) = OEBEA{ﬁl(U) —a’(v)} (4.3)
BgHA) = min{zi}gg{ﬁ“(v) —al(v)},0}. (4.4)

The bound on the residual curves is obtained through min-plus alge-
bra [Le Boudec 2001]. These results are based on generalizing ideas from network
calculus and hold specifically for infinite event streams [Chakraborty 2003].

The probability bounds A’, Q" of the output curves comes from the following
lemma 4.2.1, but first we define the partial ordering among probabilistic curves.
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Table 4.1: Probabilistic characteristic of residual service and arrival curves.
a(d) [ BA) ] B'(A) | o' (A)
O=0 A=0 AN =0 Q=0
O=0 0<AK<1 A=A Q' =A
0<0<l1 A=0 AN=Q Q=0
0<O<T|0<A<L<TI|AN=Q4+A-QA | QA =Q+A-QA

Definition [‘Greater than or Equal to ”(>)] The operator (>=) is defined over two
probabilistic curves (w, Q) and (A, A), with w and A the curves and Q and A their
respective bounding probabilities, as (w, ) = (\,A) <= w > AAQ <AL

Theorem 4.2.1 (Probability bound) Given the arrival curve (o, Y) and the ser-
vice (8,A) of a component, the residual arrival curve (a/,Q)) and the residual ser-
vice curve (', N') of a component have probability bound of Q@ + A — QA. That is,
A=N=Q+A-0QA

Proof From the definitions 4.2.1, 4.2.1, 4.2.2 and 4.2.2 we have P[X(t) > R(t)] < Q
and P[Y(t) < C(t)] < A. Let P[A] = Q and P[B] = A be the case when the
definitions 4.2.1, 4.2.1, 4.2.2 and 4.2.2 are violated. Since, these two probabilities
are not mutually exclusive (as both R(t) and C(t) can change simultaneously) and
are independent, with the probability of R(t) being larger and C(t) being smaller
equal to  and A respectively. Hence,

P[AV B] = P[A] + P|B] - PIAJP[B] = Q + A — QA,

For example, let (o, Q) be an arrival curve such that R(t) — R(s) < a(t — s) and
such that P[X(t) > R(t)] < Q. Therefore, for some other curve (a*, Q*) such that
(a*, Q%) = (a, ), the probability of (a*, Q*) being larger is equal to 2. Similarly,
for some service curves we can reason that the probability (5, A) = (5%, A*) is given
by A. Therefore, the probability bound of the variations in the residual curves,
computed using the curves ax and [, is equal to the probability of variation in
either of the interfaces or both (given by Theorem 4.2.1).

Theorem 4.2.1 provides the probability bound for the curves at the output in-
terface of a component. The theorem 4.2.1 can be summarized using the table 4.1,
which gives the relationship between input and output probability bounds (assuming
independence among inputs). There are four possible combinations of probability
bounds for the two input curves (o, Q) and (8, A). Where, as mentioned in previous
section, probability bound equal to zero indicates the deterministic case3. We can
now analyze component systems with a mix of deterministic and probabilistic com-
ponents (i.e. the components with deterministic and probabilistic input interfaces)
composing it (differentiated by the probabilistic bounds); this makes the analysis
richer and suitable for better dimensioning.

® The occurrence of rare events can be handled using large deviation theory (see [Navet 2007]).
By rare events we mean those events that have the probability of appearance close to zero.
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Figure 4.2: A component and its interface abstraction in the assume-guarantee form.

Lemma 4.2.2 (Max probability) Given the arrival curve (o, Q) and the service
curve (B, A) of a component, the probability bounds ' and A" of the residual arrival
curve (!, Q) and the residual service curves (5',N') of a component is such that €
and N is larger than or equal to max(A, Q).

Proof From Theorem 4.2.1 the residual probability bounds € and A’ is given by
Q+ A —QA. The proof is given by contradiction by showing that following is not
valid:

Q4+ A - QA <max(Q,A)

Assuming Q = max (€2, A), since both 2 and A are positive real number, we can
subtract € from both sides of the equation (4.5) obtaining A — QA < 0. Then, by
adding QA to both sides of the former equation we get A < QA which is false as 2
cannot be greater than one.

From Lemma 4.2.2 we can conclude that the output probability bound of the
curves either remains the same or increases, compared to the probability bound of
the input curves.

4.3 Component-based probabilistic analysis

Henzinger et al. [Henzinger 2006] proposed assume-guarantee interfaces which are
particular instances of real-time interfaces and consider a) the requirements of a
component in terms of resource or expected arrivals in order to work properly,
and b) the resource or arrivals a component provides. According to the assume-
guarantee abstraction, in a real-time component-based system there is a component
requesting for the computational resource and another component providing such
resource |Thiele 2006]. For example in figure 4.2, a component ¢ which schedules
an application of tasks I';, assumes a minimum amount of resource, ﬁZA, in order

to work properly and expects a maximum amount of work 0454, such that 5{4 is
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enough to handle workload of the assumed work af‘ by the component. A resource
provisioning component j guarantees a minimum amount of resource, BJG. The load
generating component k guarantees a maximum workload of a,?. The component
is compatible with the component k on its arrival interface if the workload generated
by component k is less than or equal to the workload assumed by the component
i,i.e. @ < a®. The reason being that if a” can be scheduled by the component
then so is a“. Similarly, the component i is compatible with the component j if
B¢ > A, We can summarize these conditions into the predicate ¢ represents the
assumptions on the arrival and service curves by the component and defines the

composability among component as: ¢ = {(a® < a?) A (BC > g4), (B4 < B/},

4.3.1 Probabilistic interfaces

We now extend the component interface model to the probabilistic model.

Definition [Probabilistic interface] An interface with probability bound based
probabilistic guarantees on inputs (a(A), ) and (B(A), A))(respectively the arrival
and service curves), and on outputs (a/(A), ) and (5'(A), A’} is the probabilistic
interface.

The input/output interfaces are defined as:
v =(a, Q)= (B,A)y = (. Q)0 = (B, ).

Definition [Probabilistic Component] Components that have probabilistic inter-
faces are probabilistic components. A probabilistic component C; is defined as,

In terms of assume-guarantee real-time interfaces, the probabilistic version, for
the predicate ¢ becomes:

p= {(a%Q) < (o A) A (B9, A) > (B4, A)),
(,BIA,A/> < (,BIG,A,>}

Where A. probability threshold of the component, which will be used later as a
safety threshold.

(4.5)

Definition [Degree of compatibility] Is the level of certainty with which interfaces
of the two components are compatible (can be joined together) with each other,
represented by the probabilistic value.

For example, in figure 4.2 for the components Cj and C; if the assumed arrival curve
is (o, 0) and the guaranteed arrival curve is (o, Q) such that o > a“. Therefore,
the degree of compatibility on the interface between the two components is 2. Which
is intuitive since the guaranteed curve can be more only with the probability of €.

We can now analyze the requirements on the (%, Q) < (a4, A.) and (39, A) >
(B4, A,) of the predicate, using following lemmas.
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Lemma 4.3.1 [Arrival Predicate] The degree of compatibility of the two components
interfaces (see figure 4.2), i.e. (a% Q) < (a?, A. = 0), has the probabilistic bound
of less than or equal to €.

Proof In order to explain the requirements of the a® < o, we can divide it into
two parts o = a? and a® < o?. In the first case a®
will be true, but with a probability bound equal to Q (as we may have a higher
o with a probability of Q) and for the second case the predicate will be true, but
with a probability failure of less than ). See figure 4.3 for an explanation, 21 < €9
thus the upper a“ is more tighter and the probability of existence another tighter
a% than existing one will decrease as Q < Qy, thus probability of failure for the

= o the arrival predicate

predicate will be lesser than existing €.

alA)

BX
@
D
N

A

Figure 4.3: Comparison of the arrival curves with different probability bounds. The
probability of a® decreases going towards a”* and is zero for increasing beyond o,
since 1 < Q.

Lemma 4.3.2 [Service Predicate] The degree of compatibility of the two components
interfaces (see figure 4.2), i.e. (39, A) > (B4, A. = 0), has the probabilistic bound
of less than or equal to A

Proof See Figure 4.4 and applying the reasoning as in lemma 4.3.1.

For the case when A, # 0 the degree of composability is given by Theorem 4.2.1.
Thus we see that the component interface composability acquires a richer meaning
with the concept of degree of compatibility, than the idea of the concrete interface
composability, which can help in better dimensioning of a system.
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B(A)

Figure 4.4: Comparison of the service curves with different values of probability
bound. The probability of 5% decreases going towards 54 and is zero for decreasing
beyond B4, since A; < As.

4.3.2 Composability

In case of real-time systems the resource composability is equivalent to the classi-
cal schedulability criteria: the resource provided to a component by another com-
ponent has to be enough to satisfy the timing requirements of the component it-
self [Thiele 2006, Wandeler 2006a, Wandeler 2005]. Two components are compos-
able if all internal connections are compatible and if all open input predicates and
all output predicates are still satisfiable.

The following theorem gives the notion of composability for component with
probabilistic interfaces.

Theorem 4.3.3 [Composability] The composability of components is guaranteed if
(a®,9) < (o, Q) A (85, A) > (B4, A)) holds

Proof proof is a direct consequence of lemma 4.3.1 and 4.3.2 as predicate of Equa-
tion (4.5) which has to be satisfied in order to guarantee the composability.

The composability of the components is affected by the scheduling policy which
defines the resource distribution among the components. In case of fixed priority
scheduling the priority describes the composition order among the tasks. Figure 4.7
depicts a fixed priority (FP) scheduling, see [Lehoczky 1989], for n tasks each of
them modeled as a component with assume-guarantee interface, where the ;s are
the resources passed among the components.

79



Chapter 4. Probabilistic Analysis for Component-Based Embedded

Systems
Lot

C ! C
o — 1 ay a9 [¥2 ) . %n ] L Mg

| | J
Bl By B

Figure 4.5: Example of an arrival chain of components.

The composition of components being served by a common arrival curve or
service curve can be categorized into two classes such as service chain and arrival
chain.

Definition [Service chain] A service chain, see figure 4.7, is a chain of components
with one service curve going to first component of the chain and the remaining
components being served by the residual service from previous component in the
chain and all the components have different arrival curves.

Therefore, in a service chain {C1,Cy,...,Ck,...Cy,} of n components with 31 as
an input service to Cq and S| as an input service to Cy and likewise for rest of the
components in the service chain. The probability bounds for the output interface
of the component Cy is P, = Q1 + A — Q1A (see Table 4.1) and the probability
bound for the output interface of the component Cs is P, = P; + Q9 — P19, since
the input probability bound for 35 is same as output probability bound of 7. The
probability bound for the output interface of the component C} in a service chain
can be found using induction and is given by:

Py =P+ Q — P, (4.6)

Definition [Arrival chain| An arrival chain, see figure 4.5, is a chain of components
with one arrival curve going to first component in the chain and the subsequent
component receiving residual arrival curve and all the components in chain have
their own service curves.

Therefore, in an arrival chain {C1,Cy,...,Cyk,...Cy} of n components with
as an input arrival to Cy and ) as an input arrival to Cy and likewise for rest of
the components in the arrival chain. The probability bound for the output interface
of the component Cy is P, = Q1 + A — Q1A (see Table 4.1) and the probability
bound for the output interface of the component Cs is P = P + Ay — Pi Ao, since
the input probability bound for ay is same as output probability bound of /. Thus,
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a(A), B(A)

T A

Figure 4.6: Computation of delay and backlog as maximum horizontal and vertical
distance respectively.

the probability bound for the output interface of the component Cj in an arrival
chain can be found using induction and is given by:

Py =Py 1+ A — Pp_1Ag (4.7)

The probability bound given for a component C} in the service chain or the
arrival chain is worst-case bound, as we stated in lemma 4.2.2.

4.3.3 Component system metrics

The real-time analysis applies delays (d) and backlogs (q) for schedulability purposes,
see [Chakraborty 2003, Thiele 2000].
Delay.

Given an arrival curve and a service curve as input to a component, the maximum
delay (or response time) experienced by an event given the resource represented by
the service curves is the maximum number of backlogged events from the stream
waiting to be processed, see figure 4.6, and can be given by the following inequali-
ties [Chakraborty 2003]:

dmaz < sup{inf{y 2 0 |a"(A) < A +7)}} (4.8)

Simply the delay is the maximum horizontal distance between the arrival curve
and the service curves. Using the delay, it is possible to define the schedulability
of task sets which depends on the scheduling policy applied as we have showed in
the previous sections. Indeed, the delay is the amount of time that an application
has to wait in order to have the necessary amount of resource available and then
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Figure 4.7: Example of fixed-priority scheduling: the service curve is passed according to the

priority assignment form the highest priority component to the lowest priority one.

execute. If that delay is less than or equal to the component timing requirement
(the deadline for task components), then the two component are composable, hence
their applications are schedulable, otherwise not. The probability that an event has
to wait for more than d,,., delay before being processed is given by A’ (equal to
V), as defined in Theorem 4.2.1.
Backlog.

On the other hand, the backlog ¢ is the requirement of the component, given «
and S as input, to avoid loss of data being unprocessed. It is the maximum vertical
distance between the arrival curve and service curves (see figure 4.6), which gives
the maximum number of events waiting to be served (thus need to be stored and
hence gives the buffer requirement) and is given as [Chakraborty 2003]:

Gmaz < sup{a®(A) — BY(A)} (4.9)
A>0

The probability that the available resource 8 dispatches the workload « before the
backlog ¢maz overflows, is given by the probability A’ (equal to ), as defined in
Theorem 4.2.1.

4.3.4 Schedulability

The schedulability of a component relies on the comparison among its input curves,
the arrival and the service curve. In particular, sufficient condition can be derived
by comparing the upper bound of the arrival curve and the lower bound of the
service. Intuitively, whenever the arrival curve is lower than the service curve the
component is schedulable, as we have enough service to handle the work.

With a probabilistic definition of curves, schedulability criteria can be extended
in order to include the probability bounds. Thus, a flexible view of schedulability
conditions can be inferred.

The composability criteria in case of Fixed Priority (FP) scheduling policies can
be derived in a compositional manner [Chokshi 2008, Huang 2009, Wandeler 2005].
For the probabilistic component system we can summarize the FP schedulability
condition as:
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Theorem 4.3.4 [FP Composability] A chain of FP components is composable with
a resource provisioning component that guarantees (3%, A®) amount of resource if
the demand from the highest priority component <5f‘,A{‘> 18 such that:

VA BHA)<B9A), A A= AC (4.10)

With 5{‘ the resource assumed by highest priority component computed using Equa-
tion (4.11) and Ay computed using Equation (4.6).

Proof Suppose we have n tasks (abstracted by a component having an arrival curve
and service curve) in an application I". Without loss of generality, we assume the
tasks to be an order set, according to their priorities, where 7; is of higher than 7
for k > i. Let {C1,C4,...,Ck,...Cy} be the components abstracting the ordered
set of tasks, i.e. a service chain. Suppose that (BI(A),A;) be the lower service
curve provided to the highest priority component (i.e. service chain). The residual
lower service curve (f1(A),A]) after scheduling the highest priority component C
is computed using equation 4.3 and equation 4.6. In FP scheduling, the residual
service is used to serve the next component in the service chain. Therefore, the
assumed service <B;:‘,An> of the component C,, abstracting the task 7,, must be at
least BA(A) = a¥(A — D,,). Where D, is the deadline constraint for the n-th task.
Thus, the residual service curve ], after serving n — 1 components in the service
chain must be at least equal to 34(A).

Therefore, the service bounds 32 | (A), B2 ,(A),..., B3 (A), can be computed
sequentially. Knowing 8{}(A), the bound ﬁliq(A) on BL_| can be derived such that
the residual service curve is guaranteed to be greater than or equal to ﬁ,?(A) if
Bt (A) is greater than or equal ﬁﬁ_l(A):

BE_L(A) = BHA = N) +af_ (A=) (4.11)

where A = sup{7 : B{{(A — 7) = B{}(A)}. Furthermore, 8. | (A) must be no less
than o} (A — Dj_1) to guarantee the constraint Dj_;. Therefore

B (A) = max{B_,(A),af_1(A - Dy_y)}.

By applying the equation 4.11 for k =n—1,n—2,...,2, we can derive the lower ser-
vice curve, i.e., B{*(A). From, equation 4.6 and theorem 4.2.1 for assumed interface
we have Af > Afﬂ. Therefore, using lemma 4.3.2 we can say that if A < A4! then
guaranteed is stricter i.e. has lesser probability of decreasing below the assumed

service.

4.4 Safety guarantees

The requirements on real-time guarantees is a mandatory characteristic for real-
time components. In a mixed deterministic-probabilistic component system this is
a challenging task since we have to provide a mechanism for giving quantitatively
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Figure 4.8: Level-L schedulability of a component based on SIL and identified using
Q and A: lower values of L mean higher safety. Where x-axis and y-axis represent
arrival and service bounds respectively.

verifiable measure on components; this is a difficult task given the probabilistic
nature of some components in system. Therefore, we require a measure which can
quantify the degree to which requirements are met. Since, real-time system are
mostly used in critical application like avionics, automotive etc., the safety seems
to be a reasonable measure.

In order to provide measurable safety guarantees on the analysis we use SIL. For
example, the SIL safety bound for a probabilistic component may be determined
using methods described in [Gulland 2004].

Definition [Safety measure| The safety measure is the probability value associated
to the components, such that the measure gives the confidence with which the
component can be expected to perform its given function.

The safety measure can be a threshold associated to a component from the SIL
standards, such that it guarantees that threshold (i.e probability bounds of all in-
terfaces are less or equal to SIL threshold). Consider a component C; with (53;, A;)
as an input service curve and (a;,(2;) as an input arrival curve. The probability
bound for residual service and arrival curves for a component C; is given by The-
orem 4.2.1, which is ©; + A; — Q;A;. For such a component C; the safety measure
through the SIL can convey the idea of a Lewvel-L composability and schedulability,
with L defining the probability value for a threshold (i.e. safety-threshold requested
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O Qo

Figure 4.9: Case study: distributed system consisting of two CPUs joined by a bus.

or required) in a SIL standard (e.g. ITEC61508).

Definition [Level-L Composability and Schedulability| The Level-L composability
and schedulability is the Safety measure of the composability and the schedulability
of a component, which gives the measure of the confidence with which the system
can be expected to be composable and schedulable, where L is the probability value
of a threshold in a SIL standard.

Therefore, the probability bounds (input and residual) of the component C;, in
order to be Level-L composabile and schedulable, translates into guaranteeing that
the probability bounds are less than or equal to the level-L. Which implies the
level-L component C;. Thus, for the component C; with (3%, A;) and (8%,Q;) as
guaranteed curves and A; and €); less than equal to L in order to be classified as
the level L component (composable and schedulable) the probability bound of the
component’s output interface should be bounded as:

The Figure 4.8 shows the regions of safety in a composition, where each axis
represents the probability bounds of input service and arrivals and the semi-circular
region gives the SIL level of the component after composition. After composing
components the residual probabilities may move to a higher SIL region for a com-
ponent (depending on the values of input probability bounds), which means lower
guarantees for the component or a lower schedulability. The reason being that the
value of probability bound increases after composition, that is what Theorem 4.2.1
and Lemma 4.2.2 tell us.

Example For a component C having input probability bound(for both input inter-
faces) equal to A, the probability bound for the output interface of the component
should be 2A — A2 — L < 0, in order for C to be called as Level-L SIL com-
ponent. Conversely, we can say that the input probabilities should be bound as
A <14 +/1— L for a component to be level-L component.
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Figure 4.10: Case study: component architecture representation with interface and
probabilistic curves applied. Where Q; = 2Q — Q% and Qy = 3Q — 30Q% + Q3,
computed using Theorem (4.2.2).

Table 4.2: Input streams (tasks) specification of the distributed system.

Stream ‘ Parameters ‘ D ‘ Task Chain
a1 Q={100*—-107%} |48 |T1 = ¢ - T4
a1 p=10,7=0,d=10 | 20 | T2 5 co —T5
a3l p=10,7=0,d=10 | 23 | T3 = c3 — T6

Thus for a SIL-L component the input and output probability bounds should be less
than or equal to L, i.e. the probability bounds should stay within the semi-circular
region of radius L. The composability, schedulability acquire a richer definition
within probabilistic scenarios, as the probability bounds offer different degrees of
composability, hence schedulability, among the components.

4.5 Case study

To analyze our case study depicted in Figure 4.9, we use Modular Performance
Analysis (MPA) toolbox in MATLAB as user front-end, see [Wandeler 2006b)].
The case study considers a distributed real-time system with 2 CPU’s that com-
municate via shared bus, as in Figure 4.9. There are three input streams S1, 52
and S3 processed by chains of tasks. For example, the events of stream S1 are
first processed by task T'1 and the resulting stream is then processed by T4. The
communication of the intermediate stream through the bus resource is modeled by
a communication tasks C'1, C2 and C3. The tasks T'1, T2 and T3 are mapped
to CPU1 and are scheduled according to Fixed Priority Non-Preemptive (FPNP)
scheduling, with T'1 having highest priority and 73 having lowest priority. Simi-
larly, T4, T5 and T6 are mapped into C'PU2 and scheduled according to FPNP
scheduling, with T4 having highest priority and 76 having lowest priority. The
computational requirement of each task is exactly 1 time unit. The bus uses Time
Division Multiple Access (TDMA), where each communication task C'1, C2 and C3
is periodically allocated the communication resource for 5 time units. For detailed
specification of system architecture see Figure 4.10. The specification of the input
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Figure 4.11: Input service curve and residual service curves for different values of
A.

event streams is given in Table 4.2.

To generate AAC curve oy 1, for different probability bounds, we use the Weibull
distribution and resulting curves are shown figure 4.12. The generated curves are
then transformed to interface with the MPA toolbox, using a wrapper which takes
into account the probability bounds.

The service curves 311, 82,1, 52,2, 32,2, 82,3, 33,1 are deterministic and thus have
probability bound value of A = 0 and similarly a1 and a3 have probability bound
value of 2 = 0. In this case study we assume some of the arrivals with deterministic
bounds, while others with probabilistic bounds (with bounds €2 different than 0) in
order to motivate the flexibility of analyzing mixed (probabilistic and deterministic)
components using the framework. Nevertheless, our approach can effectively work
with complete deterministic or probabilistic systems. For the components receiving
mixed inputs the output curves are computed using MPA and the probability bounds
are computed using the Theorem 4.2.1.

For example, component T'1 receives deterministic 81,1 and AAC a1 with prob-
ability bound 2 varying between 10~% — 107, The residual curves 31 5 is computed
using MPA | as can be seen in Figure 4.11. It has a probability bound value computed
using the Theorem 4.2.1.

The figure 4.13 shows the input and output curves (arrival and service). The
impact of ACC (a11) becomes obvious after the initial events streams as; and asq,
which are periodic and deterministic, show a much larger degree of non-determinism
(upper and lower curves have a large distance) in the corresponding residual output
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Figure 4.12: AAC curve a1, for different probability bounds.
streams .

A closer look at the residual curves reveals the minimal interval between two
subsequent events is the time interval (minimum) when the upper curve acquires
value 2. Similarly, the largest interval between two subsequent events is the time
interval (minimum) when the lower curve has value 1. In our case we find the
intervals to be [1, -| for the residual events streams a4 and a34, which are of course
much larger variances than [10, 10] for the corresponding input event streams ag;
and ag; . The service curves 811 and (31 represent the full service available from
CPU1L and CPU2. B19, P13 and [S14 show the service available after fixed priority
scheduler has allocated resources for tasks T1, T2 and T3, and it can be seen that not
much is left in terms of available service. The changes to probability bound affects
the aq1 which in turn produces an effect of reduced available service for successive
components. In Figure 4.11 it can be clearly seen that as the criticality /safety of a ;
increases, the criticality of 312 also increases resulting in reduced service offerings
to the next component.

Deadline miss Given an arrival curve and a service curve as input to a compo-
nent, we can compute the maximum delay for each component. Then, the delays of
each component is composed to find the end-to-end delay, to find the schedulability
of task chain with respect to deadlines given in Table 4.2. By comparing the delays
and the deadlines (the maximum affordable delays) it is possible to conclude about
the schedulability of the component or chain of components. For example, for task
chain 1 the end-to-end delay changes from 36.4 to 49 as the criticality /safety level
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Figure 4.13: Results of analysis for the given case study.
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Delay

Figure 4.14: End-to-end delay of three task chains for different values of 2. Where
Q2 =1,2, and 3 corresponds to 107%,107°, and 10™* respectively.
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Figure 4.15: Buffers requirements w.r.t to probability bound on the input arrival

curves.
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changes from 1074 — 1076 for a; ;. As a result, it can be clearly seen that for higher
criticality /safety-threshold the deadline requirements specified for task chains 1, 2,3
are not met, as can be seen in Figure 4.14. Following similar reasoning (that of
end-to-end delay) it is possible to show how probability bound affect backlog, as is
shown is figure 4.15. Therefore, it is interesting to such problems as we are now able
to evaluate the response of a component systems with mixed interfaces (i.e. both
deterministic and probabilistic event streams), with the different criticality /safety
requirements.

4.6 Summary

In this chapter we have developed an analysis framework for component-based real-
time systems. We have first defined a probabilistic version of the component in-
terfaces based on bounds and probabilistic thresholds, through which it becomes
possible to model both deterministic and probabilistic components. The resulting
feasibility analysis is able to cope with mixed (probabilistic and deterministic) com-
ponent systems where probabilistic and deterministic components interact. The
framework is flexible enough to deal with a) incomplete specifications, as it can
arise early in the design cycle, b) with different feasibility requirements: from hard
real-time, requiring deterministic bounds, to soft real-time where probabilistic guar-
antees are enough, and c) allows better dimensioning of the system as we do not put
any pessimistic conditions or assumptions of the resource demand or work arrivals.

In future works, we intend to apply the proposal to large distributed applica-
tions, such as automotive and avionic systems, and evaluate the outcomes in terms
of complexity, tightness and expressiveness with regards to the other existing for-
malisms. Moreover, exploring other scheduling policies, than FP scheduling, can be
taken care of with similar reasoning. Also would like to extend this framework so
that it can handle and evaluate the occurrence of rare events, for instance through
large deviations or importance sampling.
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This thesis presents a schedulability analyses for automotive systems and em-
bedded networks, with the aim to facilitate cost-effective and reliable design and
analysis of automotive embedded systems. The framework is applied in the au-
tomotive domain, so a to dimension the system better and to reduce the risk of
deadline failure due to hardware limitations and interference due to probabilistic
traffic. The analyses is shown to facilitate safety-criticality and flexible integration
of probabilistic traffic into system modeling.

We began in Chapter 1 with the problem definition and the understanding of
analyses requirements in the automotive embedded systems. We looked into the
state of the art and presented limitations in terms of lack of modeling details such as,
integrating hardware limitations, implementation overheads, safety and integration
of aperiodic arrivals. This allowed us to understand the key points that need to
be integrated into the analyses of the automotive embedded systems, which could
result in the better system dimensioning of the system.

In Chapter 2, we developed a new approach for integrating the aperiodic traffic in
response time analysis. The main interest of the proposal is that the overestimation
of the aperiodic traffic is kept to the minimum that still enables the system to meet
some chosen dependability requirements. The analysis developed can be pessimistic
especially for lower priority frames when there is a large volume of aperiodic traffic,
as we have assumed worst-case arrival process when estimating the release times
from data trace. The estimated arrival process is burst in nature and will be seen
more by the lower priority frames. It is possible to be less pessimistic by modeling
each aperiodic stream individually and integrate only the higher priority aperiodic
WAFs into the schedulability analysis. However, we believe that this more fine-
grained approach will not be always practical since it requires significant modeling
efforts and large quantity of data traces. We have provided few schemes which
would minimize the pessimism due to priority issues and still respecting the safety
threshold while being as accurate as possible (i.e., discard as much as possible of
the lower priority aperiodic traffic).

In Chapter 3, we gave an analytical model for schedulability analysis for CAN
controllers when finite copy-time of messages is considered and when the transmis-
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sion buffers can not be aborted. The models developed in this chapter provides
very important understanding of the consequences due architectural limitations in
CAN. We also derived a more realistic response time analysis in a typical case where
controllers have three or more transmission buffers and the ability to cancel trans-
mission requests is absent. As seen in case study of section 3.4 the implementation
quality and the architecture of the CAN device driver can have consequences on the
WCRT of messages and we provide the some guidelines to avoid the same. This
analysis is of particular interest to automotive sector where multiple Tier 1 suppli-
ers provide ready to use ECUs in an automobile. And the lack of knowledge at the
time of integration, about the limitations of CAN controller used or device driver
provided by tier 1 suppliers, can have serious consequences.

In chapter 4, we developed an analysis framework for component-based real-time
systems. We first defined a probabilistic version of the component interfaces based
on bounds and probabilistic thresholds, through which it becomes possible to model
both deterministic and probabilistic components. The resulting feasibility analysis
is able to cope with a systems with both probabilistic and deterministic arrivals.
The framework is flexible enough to deal with a) incomplete specifications, as it can
arise early in the design cycle, and b) with different feasibility requirements: from
hard real-time, requiring deterministic bounds, to soft real-time where probabilistic
guarantees are enough.

5.1 Future work

In chapter 2, the results hold under the assumption that the aperiodic inter-arrivals
are independent and identically distributed. In practice, this assumption can be eas-
ily tested using statistical tests such as the BDS test (Brock, Dechert, Scheinkman)
statistics but it is clear that it may not hold for all kinds of systems and workloads.
Future work should be devoted to studies aimed at determining a schedulability
analysis, in presence of non-i.i.d aperiodic load. It would be also interesting to
study, for instance by simulation, how departure from the i.i.d. property impacts
the accuracy of the results. Furthermore, it is interesting to include the corner cases
in tailed distributions, perhaps through theory of large deviation.

In chapter 3, As seen in the case-study of section 3.6 the choice of priorities has an
effect such that the additional delay gets reduced,therefore as a future work it would
be very interesting to study the priority mapping schemes which could reduce the
amount of additional delay in case a message suffers from priority inversion. Also,
we will study the choice of offsets on ECUs so that messages are not released at the
very same moment, to reduce the chances of priority inversion in a CAN controller.
Moreover, the analysis should be extended for an arbitrary deadline case, with the
effects of copy-time considered.

In Chapter 4, we intend to apply the proposal to large distributed applications,
such as automotive and avionic systems, and evaluate the outcomes in terms of com-
plexity, tightness and expressiveness with regards to the other existing formalisms.
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Moreover, exploring other scheduling policies should be taken care of, with the same
reasoning. We would like to extend this framework so that it can handle and evaluate
the occurrence of rare events, for instance through large deviations or importance
sampling. It would be interesting to apply this framework to a real case-study and
then demonstrate its expressiveness.

5.1.1 Near Future

In near future I would like to achieve following milestones for this work:

e Develop a probabilistic model of aperiodic traffic arrivals, when we have tailed
distributions and non-i.i.d cases.

e Develop a priority assignment algorithm for the system with probabilistic and
deterministic arrivals, e.g. based on expectations.

e Develop a robust priority assignment algorithm that takes into account
priority-inversion and resulting additional delay.

e Develop a Matlab based modeling and analyses toolbox for mixed (probabilis-
tic and deterministic) component system.
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