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\textbf{Summary.} The entropy rate of a dynamic process measures the uncertainty that remains in the next information produced by the process given complete knowledge of the past. It is thus a natural measure of the difficulty faced in predicting the evolution of the process. The first question investigated here is whether stock price time series exhibit temporal dependencies that can be measured through entropy estimates. Then we study the extent to which the return of GP-induced financial trading rules is correlated with the entropy rates of the price timeseries. Experiments are conducted on EOD data of the stocks making up the NYSE US 100 index during the period 2000-2006, with genetic programming being use to induce the trading rules.
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\textbf{1 Introduction}

One fundamental issue which remains unclear for both financial econometricians and financial engineers is the relationship between the predictability and profitability of financial times series. The literature, so far, has reached no conclusion with regard to the proposition that a time series is profitable if it is predictable, and vice versa. While this proposition may sound obvious, it is not. What makes it subtle is that the two groups of researchers have employed different approaches to tackle the financial time series, and have caused predictability and profitability to be two separate entities. Financial econometricians are more concerned with predictability. For this purpose, formal statistical or information-theoretic approaches are applied to measure the predictability of financial time series. On the other hand, financial engineers or financial practitioners are more concerned with profitability. For that purpose,
various heuristic trading algorithms have been used in an attempt to make proper market-timing decisions. There seems to have been a series of efforts made recently to bridge the gap between the two, but it is far from enough; more often than not what we see is that these two groups in the literature have developed without referring to or conforming to each other.

This chapter, therefore, purports to shed some light on this issue by further cross-referencing the empirical evidence. In other words, we shall connect the empirical results on predictability more closely with the empirical results on profitability. The approach taken by us is, first, to determine the predictability of some sampled financial time series, and, second, to gauge the profitability of time series with different predictability. To do so, we need to choose one principal measure of predictability as well as a trading algorithm. For the former, we choose an information-based measure, i.e., an entropy-based measure, and for the latter we use genetic programming to induce trading algorithms.

Using entropy to measure the degree of randomness and the predictability of a series has a long history, that goes back almost to the very beginning of the development of communication and information theory. Its significance has been introduced to economists since the 1960s. In Section 2, we shall give a brief review of the entropy measure and the associated estimator (Section 2.1) used in this paper. This set-up enables us to determine the degree of predictability of any time series coming later. In Section 2.2, the reasonable behavior (performance) of this proposed measure (estimated entropy) is further illustrated with pseudo random series and financial time series. However, to show that there is no unique measure of predictability, in Section 3 we further compare the results of our entropy-based measure with those from a well-known nonlinear dependence test, namely, the Brock, Dechert and Scheinkman (BDS) test (Section 3.1), and the linear dependence test based on the familiar auto-correlation function (Section 3.2). The purpose is to show that there are some discrepancies existing among different measures of predictability, which may become another obstacle to successfully establishing the connection between predictability and profitability.

Using genetic programming to evolve trading rules has gradually become a part of the practice of financial investment [Smith(1998)]. In this chapter, we continue this trend and use genetic programming to exploit the potential profitable opportunities. We start Section 4 with a simple review of genetic programming. The idea of using genetic programming to test the profitability performance is first established in [Chen and Navet(2006), Chen and Navet(2007)], where the random trading rule, known as lottery trading, is first formulated as a benchmark. This chapter applies the same idea to gauge the profitability of different financial time series. The experimental designs and results are given in Sections 4.1 and 4.2, respectively, followed by the concluding remarks (Section 5).
2 Entropy estimation

Entropy estimation is a field of investigation that has been very active over the last 10 years, one of the reasons being the crucial practical importance of information-theoretic techniques in the advances of neuroscience and, in particular, in the understanding of how the brain works. Methods for estimating the entropy rate can be roughly classified in two main classes [Gao et al. (2006)]:

- “Plug-in” (or maximum-likelihood) estimators that basically consist of evaluating the empirical distribution of all words of fixed length in the data, for instance by constructing an $n$-th order Markov Chain, and calculating the entropy of its distribution. Unfortunately, the sample size that is needed increases exponentially in the length of the words and, in practice, plug-in methods are not well suited to capture medium or long range dependencies. In the context of financial time-series, we cannot rule out that there are medium or long range dependencies, after all this is the assumption underlying many trading strategies, and thus we choose to not measure entropy with an estimator belonging to that family.

- Estimators based on data compression algorithms, either estimators based on Lempel-Ziv (ZV, see [Farach et al. (1995)] and [Kontoyiannis et al. (1998)]) or the Context-Tree Weighting algorithm (see [Willems et al. (1995)] and [Kennel and Mees (2002)]). Both approaches have been shown [Gao et al. (2006), Gao et al. (2003)] to have fast convergence rates (i.e., they are accurate even with a limited amount of observations) and to be able to capture medium and long-range dependencies.

2.1 $\hat{h}_{SM}$ entropy rate estimator

In this study, we use an estimator belonging to the Lempel-Ziv class that has been proposed in [Kontoyiannis et al. (1998)] (estimator $a$) from Theorem 1 in [Kontoyiannis et al. (1998)] - as in [Kennel et al. (2005)], it will be named $\hat{h}_{SM}$ in the following. Let $n$ be the size of time series $s$ and $s_i$ the symbol at location $i$ in $s$, the $\hat{h}_{SM}$ estimator is defined as:

$$\hat{h}_{SM} = \left( \frac{1}{n} \sum_{i=1}^{n} A_i \right)^{-1} \log_2 n$$

(1)

where $A_i$ is the length of the shortest substring starting at position $s_i$ that does not appear as a contiguous substring of the previous $i$ symbols $s_0, ..., s_{i-1}$.

This estimator, which is well known and often used in the literature (see, for instance, [Kennel et al. (2005)]), has been shown in [Kontoyiannis et al. (1998)] to have better statistical properties and performances than earlier Lempel-Ziv estimators. To get further confidence in
the efficiency of $\hat{h}_{SM}$, we measured the entropy rate of a sample made of independent draws of a uniform random variable $P$ that takes its value in the set \{1, 2, ..., 8\}. The theoretical entropy is equal to $H(P) = -\sum_{i=1}^{8} (1/8) \log_2(1/8) = 3$. The entropy estimate depends on the size of the sample, the quality of the random number generator and the efficiency of the entropy estimator. Using $\hat{h}_{SM}$ with a sample of size 10000, the entropy estimate is equal to 2.96 with the random generator from the boost C++ library [Maurer(2007)], which demonstrates the quality of the estimator since 3 is the best that can be obtained with a "perfect" random generator.

2.2 Entropy of NYSE US 100 stocks

Here we estimate the entropy of the daily price time series of the stocks that make up the NYSE US 100 index (the composition of the index can be found at url http://www.nystockexchange.com/indexes/nystockindices.shtml). The data are processed so that the data points are the log ratios between consecutive daily closing prices: $r_t = \ln(p_t/p_{t-1})$ and points are then further discretized into 8 distinct states. The boundaries between states are chosen so that each state is assigned the same number of data points ("homogeneous" partitioning). This design choice has the advantage that the model is parameter free and thus no heuristic decision that may change the conclusion reached is required. Furthermore, this experimental setup proved to be very efficient at revealing the randomness of the original data, which is the main quality criterion for partition schemes [Steuer et al.(2001)].

The distribution of the entropy rate for the stocks of NYSE US 100 index between from 01/01/2000 to 31/12/2006 is shown in Figure 1. The minimum value is 2.68, the median 2.75, the mean 2.75 and the maximum value is 2.79. The time series have a high entropy since the theoretical upper bound is 3 and uniformly randomly generated samples achieve 2.90 with the same number of data points\(^3\). This is not very surprising per se since high entropy rates have been observed even for smaller time scales (see for instance [Lee et al.(2006)]).

The 5 stocks from NYSE US 100 index with the highest entropy, identified by their symbol, are OXY (2.789), VLO (2.787), MRO (2.785), BAX (2.78), WAG (2.776) and the five stocks with the lowest entropy are TWX (2.677), EMC (2.694), C (2.712), JPM (2.716), GE (2.723). These 10 stocks will be considered in the experiments in the next sections.

Although the entropy is high, there is evidence that the original time series are not random. Indeed, we compare the entropy of the original time series with the entropy of randomly shuffled variants of the original data (surrogate testing). Precisely, 100 shuffled time series for each original time series (after the discretization step) are generated and their average entropy is measured.

\(^3\) A value of 2.90 is obtained using the boost C++ random generator, but with the standard rand() function from the C library, the entropy rate achieved is as low as 2.77, which is less that the entropy value of some stocks.
**Fig. 1.** Distribution of the entropy rate of the stocks that make up the NYSE US 100 index (log. ratios of consecutive daily closing prices). A normal distribution with the same mean and standard deviation is plotted for comparison. The reference period is 2000 – 2006.

**Fig. 2.** Distribution of entropy rates of the original time series (left-hand graphics - rescaled with regard to Figure 1) and shuffled time series (right-hand graphics). The x-axis ranges from 2.65 to 2.85 on both graphics.
The complexity of the surrogate time series is greater (2.8 versus 2.75) with a lower standard deviation ($9 \cdot 10^{-3}$ versus $1.9 \cdot 10^{-2}$) and distributed differently as can be seen in Figure 2. This provides evidence that, at least for some stocks, there are (weak) temporal dependencies in the original time series.

3 Linear and nonlinear dependencies

Since some limited temporal dependencies have been highlighted we now wish to estimate more precisely their extent through the Brock, Dechert and Scheinkman test (BDS), and to try to find out whether they are linear or nonlinear by performing an autocorrelation analysis.

3.1 BDS test statistics

We employ the BDS statistics (see [Brock et al. (1995)]) to test the null hypothesis that the daily log price changes are independent and identically distributed (i.i.d.). The BDS is a widely used and powerful test serving to identify departure from independence and identical distribution caused by non-stationarity, as well as linear and nonlinear dependencies. The test can be applied to raw data or residuals of an estimated model to test for omitted dynamics (see, for instance, [Caporale et al. (2004)]), and thus help to decide the model’s relevance. The reader is referred to [Brock et al. (1995)] for the description of the test as well as an assessment of its power, and to [Hsieh (1993), Chu (2001)] for some applications to financial data.

The samples under study are sufficiently large for the test to be accurate (i.e., with a sample size greater than 500, see [Hsieh (1993)]). The two parameters of importance are the “embedding dimension”, parameter $m$ in what follows, and parameter $\delta$, the maximal distance (expressed in terms of sample standard deviations) between points that are considered to be “close”. Both parameters are used in the test for the computation of the correlation integral, which is a measure of serial dependence originating from physics [Grassberger and Procaccia (1983)]. The parameter values used in the following analysis are classical in the BDS literature and conform to the recommendations given by the authors of the test.

Table 1 presents the BDS values of the daily log price changes between 01/01/2000 and 12/31/2006 for the highest entropy stocks, while Table 2 shows the BDS values for the lowest entropy stocks. The significance levels of the statistics are 1.645 (10%), 1.96 (5%) and 2.576 (1%). The first observation is that, regardless the stock and the BDS parameters, the null hypothesis that daily log price changes are i.i.d. should be rejected at the 1% significance level. This suggests that price time series are not stochastic i.i.d. processes.

What is striking however is that the values of the statistics are much larger for the lowest entropy stocks than for the highest. For a given set of parameters (e.g., $m = 2$ and $\delta = 0.5$), the smallest BDS value among the set
of lowest entropy stocks is larger than the highest value among the set of the highest entropy stocks. This shows that the departure from the i.i.d. property is much more important when the entropy is weaker, which conforms to what was expected, and provides evidence that the price dynamics are different between the stocks composing the two sets.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\delta$</th>
<th>TWX</th>
<th>EMC</th>
<th>C</th>
<th>JPM</th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5</td>
<td>19.04</td>
<td>14.57</td>
<td>14.60</td>
<td>12.94</td>
<td>11.29</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>26.84</td>
<td>22.65</td>
<td>20.91</td>
<td>18.43</td>
<td>17.12</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>51.20</td>
<td>39.00</td>
<td>38.57</td>
<td>35.70</td>
<td>29.48</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>18.06</td>
<td>14.21</td>
<td>13.96</td>
<td>11.82</td>
<td>11.67</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>22.67</td>
<td>19.54</td>
<td>18.76</td>
<td>16.46</td>
<td>16.34</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>34.38</td>
<td>29.17</td>
<td>28.12</td>
<td>26.80</td>
<td>24.21</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>14.67</td>
<td>10.97</td>
<td>12.57</td>
<td>9.5</td>
<td>10.72</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>17.30</td>
<td>14.59</td>
<td>16.16</td>
<td>13.25</td>
<td>14.24</td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
<td>23.41</td>
<td>20.15</td>
<td>21.54</td>
<td>19.26</td>
<td>18.67</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>12.07</td>
<td>8.51</td>
<td>11.40</td>
<td>7.47</td>
<td>9.27</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>13.87</td>
<td>11.61</td>
<td>14.25</td>
<td>10.95</td>
<td>13.04</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>17.57</td>
<td>15.53</td>
<td>17.72</td>
<td>15.17</td>
<td>16.20</td>
</tr>
</tbody>
</table>

Table 2. BDS test statistics of daily log price changes for the lowest entropy stocks. All values are significant at the 1% level.

3.2 Autocorrelation analysis

The BDS test enables us to reject the null hypothesis that price changes are i.i.d. but it does not provide us with the precise cause of the rejection. In
particular, we would like to know whether the rejection is caused by linear or nonlinear dependencies in the time series because this would have implications in terms of forecasting and trading strategies. Here, to obtain some insight into this question, we analyze the autocorrelation of the daily log price changes.

<table>
<thead>
<tr>
<th>Low Entropy Stocks</th>
<th>High Entropy Stocks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C</strong></td>
<td><strong>BAX</strong></td>
</tr>
<tr>
<td><strong>EMC</strong></td>
<td><strong>MRO</strong></td>
</tr>
<tr>
<td><strong>GE</strong></td>
<td><strong>OXY</strong></td>
</tr>
<tr>
<td><strong>JPM</strong></td>
<td><strong>VLO</strong></td>
</tr>
<tr>
<td><strong>TWX</strong></td>
<td><strong>WAG</strong></td>
</tr>
</tbody>
</table>

Fig. 3. Number of autocorrelation coefficients up to a lag of 100 that are significant at the 1% level.

What can be observed is that the autocorrelation of the log-returns is much larger for the lowest entropy stocks than for the highest entropy stocks. As shown in Table 3, up to a lag of 100, there are on average 4.6 autocorrelations that are significant at the 1% level for the lowest-entropy stocks versus 1.8 for the highest-entropy stocks. However, even for low-entropy stocks, the autocorrelation is very limited. Let us consider the CTI GROUP stock (symbol **C**) whose autocorrelation coefficients up to a lag 100 are shown in Figure 4. This stock has 8 autocorrelation coefficients that are significant at the 1% level, which is the highest count among all stocks under study. However, no

Fig. 4. Autocorrelation coefficients of the CTI GROUP stock (symbol **C**) daily log price changes up to a lag of 100. The points outside the region comprised of the area between the horizontal dotted lines are significant at the 1% level.
single coefficient is larger than 0.08, which is too weak to be of any value for the purpose of forecasting.

Given the limited serial correlation that can be found in the time series, we cannot conclude that the departure from i.i.d. is solely caused by linear dependencies, and, most likely, it should be explained by a combination of linear and nonlinear dependencies. The question addressed in the next section is whether GP is able to take advantage of these temporal dependencies, be they linear or nonlinear, and come up with profitable trading strategies.

4 Experiments with Genetic Programming

Genetic programming (GP) applies the idea of biological evolution to a society of computer programs. Specifically, in financial trading, each computer program represents a trading system - a decision rule - which when applied to the market provides trading recommendations. The society of computer programs evolves over the course of the successive generations until a termination criterion is fulfilled, usually a maximum number of generations or some property of the best individuals (e.g., stagnation for a certain number of generations, or a minimum performance threshold is reached). Classical genetic operators, namely, mutation, crossover and reproduction, are applied at each generation to a subset of individuals and the selection among the programs is biased towards the individuals that constitute the best solutions to the problem at hand. The reader may for instance refer to [Chen et al. (2007), Neely et al. (1997)] for GP applied to trading in foreign exchange markets, [Allen and Karjalainen (1999), Chen et al. (2007), Potvin et al. (2004)] in stock markets, [Wang (2000)] in futures markets and [Keber (1999), Chen et al. (1998)] for GP used for pricing options.

The aim of the experiments is to evaluate whether there is a link between the entropy of the time series and the profitability of the GP-induced trading rules. To assess its efficiency, GP is tested against a strategy that would consist of making the investment decision randomly ("Lottery Trading"). We follow the methodology proposed in [Chen and Navet (2006), Chen and Navet (2007)] and, in particular, we constrain the randomness so that the expected number of transactions for lottery trading is the same as for GP in order to allow a fair comparison. Hypothesis testing is performed with the Student's t-test at a 95% confidence level.

4.1 Experimental setup

Experiments are conducted for the period 2000 – 2006, which is divided into three sections: the training (2000 – 2002), validation (2003 – 2004) and out-of-sample test periods (2005 – 2006). The trading rules are created by Genetic Programming on the training set, and a subset of top-performing rules are
further selected on the unseen data (validation set). The best rule on the validation set is then evaluated for the out-of-sample test period. As classically done in the literature in terms of data-preprocessing, data is normalized with a 100-day moving average. The individuals of GP are trading rules that decide when to enter a long position (no short selling allowed). Exits are decided by a maximum stop loss (−5%), a profit target stop (10%) and a 90-day stop (exit from a position that has been held for the last 90 days). The performance metric is the net profit, with a starting equity of $100,000 and the size of each position equal to 100% of the current equity. The functions, terminals and parameters of the GP runs are described in Table 5.

<table>
<thead>
<tr>
<th>Population size</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of generations</td>
<td>50</td>
</tr>
<tr>
<td>Maximum tree depth</td>
<td>7</td>
</tr>
<tr>
<td>Function set</td>
<td>+, ×, *, /; norm, average, max, min, log, and or, not, &gt;, &lt;, if-then-else, true, false</td>
</tr>
<tr>
<td>Terminal set</td>
<td>daily closing prices, real and integer ephemeral constants</td>
</tr>
<tr>
<td>Value range for real constants</td>
<td>[1,1]</td>
</tr>
<tr>
<td>Value range for integer constants</td>
<td>[0,100]</td>
</tr>
</tbody>
</table>

**Fig. 5.** GP control parameters

The price time series used in the experiments are shown in Figures 6 and 7. The first section of each graphic is the training period, the second section is the validation period and the last is the test period.

### 4.2 Experimental results

The outcomes of applying GP to the highest entropy stocks are shown in Table 3. What can be first observed is that GP always leads to profitable strategies but this is not very informative since the price time series of these stocks, except for WAG, exhibit a strong upward trend during the test period (see Figure 6) and short selling is not possible in these experiments. What is more significant is that GP outperforms Lottery trading (LT) 2 times out of the 5 experiments, while LT is never better than GP.

Table 4 shows the results of GP on the lowest entropy stocks. It turns out that GP is never better than LT while LT outperforms GP 2 times out of 5.
Fig. 6. Price time series of stocks having the highest entropies: \textit{BAX, MRO, OXY, VLO, WAG}.

Fig. 7. Price time series of stocks having the lowest entropies: \textit{C, EMC, GE, JPM, TWX}.

This suggests to us that the evolution process is not efficient here, and might even be detrimental.

From the results shown in Tables 3 and 4, it should be concluded that, with our experimental setup, selecting the stocks with the lowest entropy does not lead to a better profitability for the GP induced trading rules. We actually observe the opposite which can be explained, as highlighted...
<table>
<thead>
<tr>
<th></th>
<th>GP net profits</th>
<th>LT net profits</th>
<th>GP&gt;LT?</th>
<th>LT&gt;GP?</th>
</tr>
</thead>
<tbody>
<tr>
<td>OXY</td>
<td>$15.5K$</td>
<td>$14K$</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>VLO</td>
<td>$7K$</td>
<td>$11.5K$</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>MRO</td>
<td>$15K$</td>
<td>$18.5K$</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>BAX</td>
<td>$24K$</td>
<td>$13K$</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>WAG</td>
<td>$6K$</td>
<td>$-0.5K$</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3. Net return of GP and Lottery trading (LT) on the highest entropy stocks (rounded to the nearest 500$). The first two columns are the average profit with GP (20 runs) and Lottery Trading (1000 runs). The third (resp. fourth) column indicates whether one should reject the hypothesis that GP (resp. LT) does not outperform LT (resp. GP) at the 95% confidence level.

<table>
<thead>
<tr>
<th></th>
<th>GP net profits</th>
<th>LT net profits</th>
<th>GP&gt;LT?</th>
<th>LT&gt;GP?</th>
</tr>
</thead>
<tbody>
<tr>
<td>TWX</td>
<td>$-9K$</td>
<td>$-1.5K$</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>EMC</td>
<td>$-16.5K$</td>
<td>$-11K$</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>C</td>
<td>$15K$</td>
<td>$18.5K$</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>JPM</td>
<td>$6K$</td>
<td>$10K$</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>GE</td>
<td>$-0.5K$</td>
<td>$0.5K$</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 4. Net return of GP and Lottery trading (LT) on the lowest entropy stocks (same settings as Table 3). Experiments conducted with the possibility of selling the stocks short do not show significant improvements.

in [Chen et al.(2007)], because GP is usually not efficient when the training interval exhibits a time series pattern which is significantly different from the out-of-sample period (e.g., “bull” versus “bear”, “sideways” versus “bull”, etc.). This is exactly what happens here for the lowest entropy stocks as can be seen in Figure 7.

On the contrary, in the two cases (BAX and WAG, see Figure 6) where the training period is very similar to the test period, GP clearly outperforms Lottery Trading. This suggests to us that improvements can be made by rethinking the data division scheme and coming up with criteria to select stocks that would integrate a measure of the dissimilarity between current and past market conditions. A contribution that might prove useful in that regard is given in [Struzik and Siebes(1999)] where the authors show that the Haar wavelet transform is suitable for providing estimates of similarity between time series.
5 Conclusion and Future Work

It has been shown that the EOD price time series of the NYSE U.S. 100 stocks do not all have equal entropies and, based on surrogate testing, that there are some weak temporal dependencies in the time series. The BDS statistics and the autocorrelation suggest that these temporal dependencies are both linear and nonlinear. The next step has been to test the hypothesis that selecting the stocks with the lowest entropy - the ones with the most predictable price time series - would lead to less risky investments. In the experiments, however, we did not observe that this hypothesis holds.

Recent studies (e.g., [Kennel et al. (2005), Gao et al. (2006)]) have shown that Context Tree Weighting (CTW) entropy estimators often lead to faster convergence rates than Lempel-Ziv-based estimators. Since the samples of daily data are small in size, the use of CTW may lead to some improvements, although what is really crucial here is not the precise entropy estimate but the relative ordering between distinct time series.

Here, the empirical evidence suggests that predictability is neither a necessary nor a sufficient condition for profitability. The predictability test only tells us about the existence of temporal patterns, but it does not give further information on how easy or difficult it is to discover the pattern. Therefore, predictability may not necessarily lead to profitability. On the other hand, we observed on two series with high entropy that it was possible to come up with efficient trading rules. As the large literature on the subject suggests, predictability has a multi-dimensional description, and only one measure of predictability may not be enough to capture all of its attributes. We think that further study regarding the relationship between predictability and profitability should not rest only upon a single measure.

In this study we limit ourselves to the stocks making up the NYSE US 100 because they are of primary interest to investors. The stocks are very liquid and have huge capitalizations (47% of the entire market capitalization of US companies). It is possible that the price time series of these stocks share many common structural characteristics, and so would not be good candidates for a selection technique based on entropy. Future experiments should include stocks of lower entropy that do not belong to the NYSE US 100, and other time scales should be considered. In particular, higher frequency data would enable us to study the variations in entropy over time.
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